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The Working Group Contributions 

ENISA organised a working group with a view to identify, analyse and present the most 
prominent topics on Economics of Security. The main output of this work is the report 
"Economics of Security: Facing the Challenges" that can be found on the ENISA website 
www.enisa.europa.eu.  

The contributions of the working group though are of particular value because they analyse 
in-depth the topics that have been presented in the aforementioned concise report. 
Therefore they are presented in this document in their original form, that is, they have not 
undergone any editorial changes from the ENISA team. Apart from detailed information on 
each topic, the contributions contain detailed bibliographic references to relevant work.  

http://www.enisa.europa.eu/
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1 Economics of Resilience  

By Professor David J. PYM, PhD, ScD, FIMA, FBCS, University of Aberdeen, Scotland and Ralf 
SCHNEIDER, TÜV Informationstechnik GmbH, Essen, Germany  

 

1.1 Executive Summary 

We take the resilience of a system to be that ability of a system, in the aftermath of a shock, 
to restore itself to a status that is within an acceptable range of its usual operating condition.  

In economics, this is a satisficing condition, or constraint, upon the dynamics of the 
system's utility (from the perspective of an appropriate stakeholder).  It is intimately related 
to the notion of sustainability, resilience being a short-cycle property and sustainability a long-
cycle property.  

Resilience is a vital aspect for the internal market of the EU, especially regarding the high 
dependency on information technology (IT). Setting an EU policy frame and homogeneous 
legislation with due enforceability for a resilient IT will support future wealth even in case of 
serious distortions and hazards. In any case, decisions should be compatible with an 
incentives regime. But what are realistic options, what are their consequences, and which are 
best supportive to stakeholders’ utilities? This drafted report discusses means and methods to 
solve these questions from a conceptual and practical standpoint. 

Following, this report is split in two parts. First part contains conceptual considerations of 
resilience, presenting state-of-the-art background from economic theory, conceptual security 
framework, mathematical ecosystem modelling and simulation as well as key contribution to 
decision making for stakeholders based on the concept of stewardship, even applied to cloud-
based ecosystems. 

Second part considers resilience with regards to policy and regulatory framework, 
organisations and technology development and application as well as auditing. We show the 
relation to management systems for quality, risk, security and continuity and derive realistic 
options for course of action. 

 

1.2 Key words 

Resilience, sustainability, robustness, adaptability, economics, eco-system, interconnection, 
dependency, social optimum, utility theory, stewardship, modelling, simulation, hazard, 
distortion, out-of-normal operational state, recover, critical information infrastructure, cloud, 
business continuity, BCM, integrated management systems, security, information security, 
ISMS, risk management, IT service management, ITSM, redundancy, resistance, EU internal 
market, policy makers, regulators. 
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1.3 First part 

1.3.1 Introduction 

Two pieces of resilience background are pertinent:  

 The understanding and analysis of resilience and sustainability in the field of natural 

resource management; and 

 Assurance models derived from information security and financial reporting (where 

there is useful quite old work in the accountancy literature). 

Thus we view resilience, and its intimate relation sustainability, to be the key dynamic 
components of system stewardship. To this extent, these notes are based closely upon the 
paper, `Information Stewardship in Cloud Ecosystems: Towards Models, Economics, and 
Delivery’, by Baldwin, Pym, Sadler, and Shiu, which is available at www.abdn.ac.uk/~csc335/ 
pym-et-al-stewardship.pdf and in which the concepts of resilience and sustainability are 
explored within the context of cloud-based business ecosystems.  

In addition to this conceptual perspective, we are also concerned here with the need for 
assurance models to be associated with stewardship properties in general and with resilience 
and sustainability properties in particular.  

1.3.2 The Scientific and Technical Background 

Information security is concerned with the confidentiality, integrity, and availability (CIA) of 
information — represented as stored data — in information processing systems, the objective 
information security operations being to protect these properties. Such protection is costly 
and is not absolute. Accordingly, the managers of information systems must determine not 
only their target levels of confidentiality, integrity, and availability, but also their target levels 
of investment or cost. In the analysis of information security architectures, with these 
concerns in mind, it has proved helpful to distinguish declarative and operational concepts [1]. 
This distinction sheds light on the inadequacy of many so-called refinements of the declarative 
concepts of confidentiality, integrity, and availability. Typically, such refinements confuse 
declarative and operational concepts and introduce concepts such as authentication, audit, 
non-repudiation, and even utility (see [26] for an extensive discussion along these lines). 
These are category errors: authentication (for example) should be seen as an operational 
mechanism by which aspects of the declarative objectives of confidentiality and availability 
can be delivered. 

Utility theory, a cornerstone of economics, provides a conceptual and mathematical set-up for 
modelling how declarative security properties, such as confidentiality, integrity, and avail- 
ability trade off against one another and against cost [14], [16], [15]. It also allows us to 
understand how the magnitudes of these properties may deviate from their targets as a 
system interacts with its environment and evolves. Expressions of utility are thus, with respect 
to (declarative) security objectives representations of the system manager’s policy. The 
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management of inflation and unemployment by a central bank [31] provides a familiar 
example from macroeconomics. A bank might be set targets for these quantities, which trade 
off against each other, by its government. The bank’s control variable that is the interest rate, 
and the bank’s task is to set a monthly sequence of rates s0 that inflation and unemployment 
stay on target.  

A key question here, explored in detail in [14], concerns the resilience of quantities of interest 
(with respect to maintaining target levels) when the system experiences shocks, such as a 
breach of confidentiality caused by a social engineering attack or the cracking of an encryption 
code, or the loss of a web-based service caused by a distributed denial of service attack. 

This view of the economics of information security has proved to be valuable in advancing out 
conceptual under- standing of the decision processes around the protection of information in 
situations in which the owner or manager of the information maintains an intimate 
relationship with the service-provider and the information being processed by the provider. 
For example, as service-providers move to cloud ecosystems — that is, complex networks of 
interacting infrastructure providers, service providers and consumers — and as service- 
provision becomes more devolved and distributed within cloud ecosystems, this intimate 
relationship will be considerably weakened. Indeed, provided the information-owner’s 
interests are properly protected, the opportunities provided by the cloud ecosystem may well 
be highly advantageous to the information-owner. Thus we are led to the concept of 
information stewardship. In this context, information stewardship would certainly encompass 
the security concerns that we have discussed, but would much more besides.  

Informally, the notion of stewardship is understood to capture, in addition to the core 
concepts of information security, concepts such as the management and supervision of 
values, respect for ethics, duty of service, responsibility, and, in the context of stewardship of 
the ecosystem itself, the promotion of resilience and sustainability. The concepts and 
approaches that we have described above set out a collection of tools from economic and 
mathematical modelling that are of great utility in understanding the concept of information 
stewardship, it is useful to consider some notions of stewardship that have been found to be 
useful in other intellectual disciplines. One view (see, for example, various dictionaries) is that 
which has been developed in areas such political science, where the term is used to capture 
concepts such as the management and supervision of resources, adherence to principles, and 
the trusted prosecution of obligations. A steward, in this context, is one who is employed to 
carry out these functions on behalf of another or others. All of these notions might, at least in 
principle, be incorporated into the utility-theoretic and system modelling framework sketched 
above. However, we suggest that an alternative, and useful, point of departure is provided by 
the work of ecologists in understanding natural resource stewardship in natural social-
ecological systems (for a comprehensive and thoughtful overview, see [13]). Here the key 
notion is that of a stakeholder in the ecosystem. For example, a cloud-based business 
ecosystem includes many stakeholders. Each stakeholder has a perspective on the structure 
and function of the ecosystem, which, together with its objectives, determines the 
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formulation of the stakeholder’s utility function for its engagement in the operation of the 
ecosystem.  

As we have seen, examples of stakeholders include individual participants (e.g., consumers, 
service providers, platform providers), policy-makers (within and outwith the ecosystem) and 
regulators (e.g., politicians, government agencies), providers of professional services in 
support of ecosystem operations (e.g., auditors, lawyers), and equipment manufacturers (e.g., 
computer and network infrastructure manufacturers). Each participant seeks to optimize, or 
at least satisfice, its own utility, according to the utility function that is appropriate for its 
perspective. The formulation of a stakeholder’s utility function will, as usual, depend on a 
range of factors with, as has been argued in [14], [16], the perspective and techniques 
provided by macroeconomic and financial management being useful. The stakeholder will 
identify, as outlined above, a collection (sometimes called a basket) of quantities that are of 
concern, together with target values and weightings, and will identify a functional form to 
describe the desired utility as the value of each quantity deviates from target. 

The challenge for the regulators is to identify a utility function that adequately reflects the 
objectives of the policy-makers. The policy-makers determine what is socially optimal, and the 
regulators must seek to deliver appropriate behaviour by the ecosystem by formulating an 
appropriate utility function for the overall system.  

Overall, the stakeholders in the ecosystem are faced with the need to make multiple, multi-
objective decisions about highly complex systems ([19], [2] are excellent starting points 
among many for the relevant theory). For policy-makers, and hence for regulators, it is likely 
that important objectives will be appropriate levels of resilience of the ecosystem as it is 
subject to shocks — such as changes in the economic conditions within which the ecosystem 
operates and security attacks against the technology or business processes — and the 
sustainability of the ecosystem over its lifetime of operations. 

1.3.3 Resilience and Sustainability in Information-Business Ecosystems 

In the world of natural resource management (e.g., [13], for a range of pertinent articles and a 
wealth of references), resilience and sustainability are perhaps the key drivers for the 
ecosystem’s stewards. For Chapin, Kofinas, and Folke (in [13]), the key concept is that of 
resilience-based ecosystem stewardship, which ‘involves responding to and shaping change in 
social-ecological systems to sustain the supply and opportunities for use of ecosystem services 
by society’. To provide an example, we discuss some of the key factors in the dynamics of 
cloud-based business ecosystems. 

We can describe cloud-based business ecosystems in terms of the various participants 
(companies, etc.) who are either service consumers, service providers, or cloud platform 
providers. Each will interact with the others within the ecosystem, as well reacting to 
exogenous controls. Participants will use their knowledge of the state of the ecosystem to 
assess how they should interact with it to maintain their desired utility.  
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Ecologists consider ecosystems that vary overtime because of feedback loops. For example, a 
fast variable may be the population size of a particular animal. This variable will determine 
how much biomass is eaten, which in turn determines the available food and reflects back 
into the population size. Slower variables may be things like changes in the capacity of soil or 
sediments to supply water or nutrients or changes in types of plants and animals in the 
ecosystem. Exogenous controls may be changes in the regional climate. They then talk of two 
different factors being responsible for these changes, the ecological factors and the societal 
factors (i.e., the effect of humans on the ecosystem). 

As we have mentioned, for Chapin, Kofinas , and Folke (in [13]), the key concept is that of 
resilience-based ecosystem stewardship, which they say ‘involves responding to and shaping 
change in social-ecological systems to sustain the supply and opportunities for use of 
ecosystem services by society’. This view is useful because it emphasises two aspects of 
stewardship that are of particular concern in cloud ecosystems: 

 Resilience: The capability of the system to recover from attacks that successfully 

compromise its declarative stewardship objectives (e.g., the confidentiality of a 

customer’s PID is breached) or inhibit the effectiveness of its operational mechanisms 

to deliver its objectives (e.g., the loss of availability of authentication server); and 

 Adaptability: The capability of the ecosystem to adapt to changes in its composition 

(infrastructure providers, service providers, consumers), in its required functionality, in 

its regulatory environment, and its threat environment. Adaptability is the key to 

sustainability.  

Turning to questions of assurance for resilience, a useful starting point is provided by work in 
stewardship in the accountancy research literature that is concerned with financial reporting 
(e.g., [11, 12]).  

1.4 Second Part 

Our considerations below fit to certain OECD, EU and national principles and practices and, in 
particular, refer to international and national norms and standards like the ISO/IEC 27001 or 
the BS 25999-2. 

At large scale, the EU, with its internal market, is an example of an interconnected ecosystem 
that is interdependent with the global non-EU economy and has a high level of complexity. 
Whenever policy-makers, as stakeholders of the EU, issue (political) objectives, economic and 
ecological considerations will help to carefully select policies and regulations promising 
optimal utility. Typical influencing aspects range from the political and social system, 
legislation, the regulatory framework, market structure, the (in)homogeneity of the internal 
market, the distribution and availability of natural resources, and the levels of infrastructural 
and technological development. Decisions can be based on gut feeling, which wasn’t so bad 
for quite a few centuries, but which is hardly appropriate today. In considering how to support 
decision-making, we have discussed in the first part above the concept of stewardship and its 
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implications. In the following, realistic measures to assure a certain levels of resilience are 
discussed. 

Information technologies (networks, systems, and components) have to support EU, nations, 
markets and citizens in reaching their desired utilities without unwanted disturbance or 
interruption, even in the presence of (a series of) crises. Because of the high dependency of 
almost any activities in the internal market on IT, the non-availability or corruption of IT 
networks with its services and data may have enormous impact. Therefore, the so called 
‘critical information infrastructure’ (CII) must be identified at the EU level. A prerequisite for 
that is adequate knowledge of all ‘critical activities’, which are vital to the existence and 
survival of the whole EU, in the internal market. To gather that information, the various 
stakeholders of the internal market (governments, market players, task forces etc.) need to 
co-operate in a co-ordinated way abroad the EU, which is itself a substantial challenge.  

Whenever the CII is known, we need to determine the objective of resilience. The property to 
resist a certain distortion requires knowledge of thinkable and possible distortions and their 
reasons. The reasons range, like it is usual in risk management, from human negligence, 
intentional attack through technical malfunction to force majeure (i.e., natural hazards). The 
impacts on the ecosystem activities in the EU can then be estimated. Two main thresholds are 
considerable for realistic scenarios: first, the required resistance of the CII against a defined 
strength of distortion without remarkable disturbance of the eco-system activities; second, 
the allowed amount of time to recover from a disastrous event to reach an acceptable level of 
service. One can consider that these are the over-arching resilience objectives for the CII. 

There will be various different strategies needed to reach these CII resilience objectives. Also, 
they will differ for the different scales of the considered ecosystem. The underlying principles 
are easy to understand and based on an assumption, often underestimated: at small scale, say 
for a regular business organisation residing in the EU, the business with its critical business 
processes must be ‘known’ and ‘managed’ very well, comparable to the large scale 
consideration on the EU level, above. ‘Managed’ means thoroughly managing quality, risks 
and security of the organisation and its processes and results in case of ‘normal’ operation. 
Whenever the organization is seriously hurt by a change, hazard or attack, the organization is 
in an out-of-normal operational state – the regime of business continuity management (BCM). 
If we now want to reach the resilience objective related to ‘resistance’, then we are talking 
about measures applicable in the ‘normal operational’ regime of the organisation. In case of a 
disastrous event, the objective, to bring the organisation back to an acceptable level of 
service, will require another way of thinking, supportive measures known from the BCM. 

To break down our considerations to the critical IT infrastructure of the aforementioned 
regular business organization residing in the EU, we have to call for organizational, 
infrastructural, personal and technological measures. Taken together, they will enforce the 
organizational ‘resilience policy’. If the organization has an ISO/IEC 9000 like quality 
management system (QMS) in place, processes and procedures are known, their support to 
business is understood and assured, control and audit on whether defined organizational and 
procedural objectives are met will take place on a regular basis. Also, the effectiveness of the 
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underlying management system will be frequently reviewed, and accompanied by continuous 
improvements. A benefit assuring efficiency is the risk orientation of the QMS. This is because 
measures for risk treatment are to be derived and operated by the organization and targeted 
to assure that required performance of critical business processes be achieved. Here there 
would seem to be a role for employing underpinning management systems, like business risk 
management and (information) security management — as described, for example, in 
ISO/IEC 27001 (for information security management systems, ISMS) and ISO 31000. 

Coming back to the IT as a regular business support including critical business processes. In 
the normal operational state, our example business organisation has regular “CIA” objectives 
in terms of information security, which require certain measures to support linked business 
objectives. This is embedded into the risk management context, i.e. efficiency has to be 
assured simultaneously. Dedicated IT measures are process based, so requirements 
engineering, release management, system monitoring or incident management are the frame 
in which specific dedicated technology measures are needed. That means, purchase of IT 
products or systems also need to thoroughly consider the purpose of use, so that the 
technical processes of an IT service are actually implementable by the organisation. For 
example, without a ticketing system, a balanced IT service is hardly possible. Incident 
reporting will then result in the possibility (and duty) of a certain follow-up. A simple power 
cut can then be tracked to its cause and then be fixed. If there would be neither reporting nor 
tracking (supported by automated means) and resolution, the organisational resilience in 
terms of ‘resistance’ can be expected very low. 

A second aspect to strengthen the resistance is the architecture of the IT. For high availability 
purposes it is common to design the IT network and high load systems in a redundant 
manner. Examples are the use of multiple servers in parallel e.g. for web shops or a load 
balancing for directing network traffic to different network components. Redundancy, from its 
idea is simple. But, as it is with person and people, the more you have, the higher are the 
costs – and the (much) more difficult to manage. Take the example of a database system. If it 
is redundant, each data base should contain the same data, i.e. they need to be consistent. 
The network and DB design must be free of potential inconsistencies in effect, i.e. fault-
tolerant, which is another supportive property of ‘technical’ resilience. You can think further 
of the fact, that a resilient IT will never work, if you use ‘weak’ components – for a 24x7 IT 
service infrastructure, it would be questionable to use hard drives for home use. To an end, 
you need to make sure to utilise inherently reliable components in the IT architecture. Finally, 
the used components, together with the architecture should follow the security principles, to 
continuously support the CIA objectives. Good practice for critical components, like a firewall 
or cryptographic operation is, to have an independent security analysis and so called 
‘evaluations’. They are a means to assure stat-of-the art security design, resistance against 
assumed threats and having less vulnerabilities than non-certified IT products. On system or 
network level, such analyses can be so called penetration tests. 

In principle, we are fine now: resilient design and components will give a certain robustness. If 
we add furthermore a well-defined and rigorously implemented maintenance, then the job is 
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done. Business resilience is set up for normal operation. This is because in case of an incident, 
the maintenance will respond and not allow an unacceptable interruption.  

The case is different, when there is a remarkable distortion, like the only site of our example 
organisation is flattened by an earthquake. The non-normal operational state requires 
emergency response teams with a specific organisational structure, use of out-of-site 
locations and connectivity. Customers, relatives and public agencies may to be contacted. This 
happens under the condition of a disaster. For that case, the BCM is the means to survive the 
moment and to bring the organisation, step-by-step, back to an acceptable level of operation 
and service. The discomfort of such situation should not lead to operational ignorance by any 
of its stakeholders. So the most important work to be done is before a disaster! If emergency 
processes, responsibilities and actions are not defined, tools and locations are not reserved 
and if the organisation is not trained, the disaster may be final to the organisation. 

1.5 Conclusion 

Resilience is a vital aspect for the internal market of the EU. Setting an EU policy frame and 
homogeneous legislation with due enforceability for a resilient IT will support future wealth 
even in case of serious distortions and hazards. In any case, decisions should be compatible 
with an incentives regime. Realistic options should be based on state-of-the-art measures 
promising optimal resilience of identified critical infrastructures also from a practical point of 
view. The balancing of utility (social wealth) and costs, avoiding externalities at the same time, 
is then the crucial part before decisions. A dedicated multi-disciplinary team of stakeholders 
might prepare bundles of course of actions for numerous realistic scenarios applicable to the 
EU internal market and identify most promising sets based on thorough in-depth analyses. 
The results will be then the resilience tools for the decision makers in alignment with existing 
policies and directives. 

1.6 Stakeholders 

European institutions, national authorities, national security institutions, sector regulators, 
Non-Governmental Organisations and Law Enforcement Agencies are stakeholders regarding 
policies, legislation, regulatory and law-enforcement related to resilience. 

Individual and consumer organisations and professional associations are stakeholders with 
respect to the need and implementation of resilience. 

IT developers, vendors and IT operators together with IT audit organisations and Research 
Institutions/Universities are stakeholders regarding development, distribution, operation and 
audit of robust IT. 

1.7 Implication to EU policies and directives: 

European Commission (2006): Defining the Commission’s global policy on the fight against 
cyber crime. This report has implications in specific to problem 
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 Area 3: A lack of a coherent EU-level policy and legislation for the fight against cyber 

crime 

 Area 5: Need to develop competence and technical tools (training and research) 

 Area 8: The lack of awareness among consumers and others of the risks emanating 

from cyber crime 

1.8 Bibliography on further reading 

[1] A. Beautement and D. Pym. Structured systems economics for security management. In 
Tyler Moore, editor, Proceedings of the Ninth Workshop on the Economics of Information 
Security (WEIS 2010), 2010. http: //weis2010.econinfosec.org/papers/session6/weis2010 
beautement.pdf. 

[2] Ken Binmore. Rational Decisions. Princeton University Press, 2008.  

 [11] Accounting Standards Board (ASB) et al. Stewardship/Accountability as an Objective of 
Financial Reporting: A comment on the IASB/FASB Conceptual Framework Project. Technical 
report, ASB, Foreningen af Statsautoriserede  evisor, Deutsches  echnungslegungs Standards 
Committee, Komitet Standardo  w  achunkowoci and EF A , 200 .  

[12] F. Gjesdal. Accounting for Stewardship. Journal of Accounting Research, 19(1):208–231, 
1981.  

[13] Chapin III, F. S., G. P. Kofinas, and C. Folke (editors). Principles of Ecosystem Stewardship: 
Resilience-Based Natural Resource Management in a Changing World. Springer-Verlag, 2009.  

[14] C. Ioannidis, D. Pym, and J. Williams. Investments and trade-offs in the economics of 
information security. In Roger Dingledine and Philippe Golle, editors, Proc. of Financial 
Cryptography and Data Security ’09, volume 5628 of LNCS, pages 148–166. Springer, 2009. 
Preprint at http://www.cs.bath.ac.uk/∼pym/IoannidisPymWilliams- FC09.pdf. 

[15] C.Ioannidis, D.Pym, and J.Williams.Fixedcosts,investmentrigidities, and risk aversion in 
information security: A utility-theoretic approach. In Bruce Schneier, editor, Proc. 10th 
Workshop on the Economics of Information Security. Springer, 2011. In press. 

[16] Christos Ioannidis, David Pym, and Julian Williams. Information Security Trade-offs and 
Optimal Patching Policies. European Journal of Operational Research, 2011. 
doi:10.1016/j.ejor.2011.05.050. 

[17] R. Jain. The Art of Computer Systems Performance Analysis. Wiley, 1991. 

[18] R.W.Y Kao. Stewardship-based economics. World Scientific, 2007.  

[19] R.L. Keeney and H. Raiffa. Decisions with multiple objectives: Preferences and value 
tradeoffs. Wiley, 1976.  

[26] Donn B. Parker. Fighting Computer Crime: A New Framework for Protecting Information. 
Wiley, 1998.  



 

 

17 
Economics of Security: Facing the Challenges 

 The Working Group Contributions 

[31] Francisco J. Ruge-Murcia. Inflation targeting under asymmetric preferences. Journal of 
Money, Credit, and Banking, 35(5), 2003. 

 



 

 

18 Economics of Security: Facing the Challenges 

The Working Group Contributions 

2 Behavioural Economics of Security 

By Nicolas Christin, Carnegie Mellon University and Jens Grossklags, The Pennsylvania State 

University
1

  

2.1 Keywords 

Rational agents, Bounded rationality, Human biases, Behavioral interventions, Formal 
behavioral models, Field and laboratory experiments, Cybercrime measurement studies 

2.2 Overview 

The behavioral economics of security aims to advance the systematic understanding of the 
tussles between attackers and defenders by integrating lessons from behavioral research 
conducted in the lab and field. We can draw from a wide range of psychology research, but 
also usability and human-computer interaction studies, as well as network security 
measurements, to formulate more realistic explanations of how economic incentives and 
human instincts interact. 

The starting point of most studies is the concept of rationality. A variety of candidate 
definitions exist that invariably assume individuals to adhere to certain consistency 
requirements, but also that they can determine and implement optimal strategies without 
error [4].  

Observed behaviors may frequently be misunderstood to be incompatible with the 
assumptions of rationality. An excellent example is the Peltzman effect that can be found in 
the domain of computer security [10]. Much like drivers wearing seatbelts or helmets tend to 
drive faster, people tend to behave more insecurely online when they believe they have 
adopted secure precautions, such as installing an anti-virus scanner [10]. However, as 
individuals optimize across multiple goals (e.g., safety and joy of driving) we may interpret 
such behavior as potentially rational.  

However, the analysis of security scenarios rarely requires only simple and straightforward 
cost-benefit reasoning. The organization of attacks and defenses is typically highly complex 
and heightens the difficulty of determining reasonable predictions for associated probabilities 
and/or payoffs [3].  

The intricacy of decision-making is also partly rooted in the spotty information availability. 
Asymmetric, limited, incomplete or even unknown information increases the burden when 
trying to identify optimal choices. Further, security decisions are required over a long time 
frame with consequences becoming known potentially much later. The variability and many-
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sidedness of potential attack and defense moves also dramatically increases the strategy 
space to be considered, in particular, in repeated and dynamic interactions. 

This complexity as well as the frequency of situations with security relevance is indicative of 
the significant cost of decision-making inflicted upon defenders and attackers. These costs are 
often unevenly distributed, for example, due to strategic information advantages.  

As a result, the existence of optimal security choices can be indeterminable for the human 
mind or even computationally intractable and thereby reveal our bounded rationality [45]. 
Humans (and human-programmed tools) can still exercise significant effort and utilize 
approximations to identify near-optimal decisions [11].  

However, effort is not always spent in finding optimal or near-optimal outcomes. 
Subconsciously, decisions are often made in a satisficing manner to arrive at a sufficient 
response [27]. Indeed, human attention would be wasted if every time a full analysis would be 
conducted for reoccurring scenarios [5]. Rational ignorance will lead humans to consciously 
choose the satisficing path if the expected cost of analyzing a scenario would exceed the 
anticipated impact [2, 9, 20]. But satisficing also carries the possibility of serious decision 
mistakes. 

The structure of security situations also triggers a number of psychological decision-making 
biases and fallacies. Humans deviate from optimal strategies in a predictable fashion when 
specific circumstances are met (even if the more advantageous course of action is known to 
the decision-maker). Individuals (and the organizations they lead) delay on important 
infrastructure investments or updates to key security technologies because they consistently 
underappreciate future consequences [38]. Decision-makers also have a strong tendency to 
isolate groups of events for analysis rather than to appreciate the bigger picture [43].  

Taken together, security situations can be highly complex and diverse driving the utilization of 
heuristic and biased decision-making. Motivation can play a critical role in this process. 
Individuals need to accept the responsibility to invest the effort for a comprehensive analysis. 
In contrast, one might argue that our bounded rationality naturally implies a limited strategy 
and humans should be absolved from the burden of responsibility to make optimal decisions 
[16]. 

In the following, we review critical research that addresses the sources of complexity of 
security decisions. Further, we consider studies of human behavior and motivation and 
discuss avenues for intervention. 

2.3 Understanding attackers 

During the early days of the Internet, the majority of attackers were motivated by peer 
recognition, or curiosity [22, 47]. More recently, this tradition was carried forward in the form 
of hacktivism, i.e., the facilitation of security breaches to promote an activist agenda [44]. 

However, in the last ten years, financial motives have moved to the foreground as shown by a 
large body of recent literature [6, 12-15, 24, 25, 29, 30, 32-37, 48]. Monetization vectors 
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include email [24, 30] and social network [15] spam campaigns to peddle products; 
advertising frauds [36]; black hat search engine manipulation [29, 36]; and malware 
installations [6, 39, 40]. Studying the economic relationships existing between the different 
actors behind these frauds will yield precious clues regarding the efficiency of various 
intervention mechanisms. Specifically, we can discern potential behavioral patterns among 
attackers, that may reveal infrastructural weaknesses: for instance, if we notice that most 
phishing scams use only a couple of DNS registrars, it stands to reason that applying pressure 
onto these registrars would certainly make the attackers’ job at least marginally more difficult. 

Furthermore, a number of profits are illicitly obtained from social engineering scams, 
including phishing [32, 33, 35], 419 scams, fake anti-virus distribution [13, 48], and coercion 
scams [12]. In other words, attackers have become very apt at preying on certain behavioral 
traits (i.e., greed, fear, shame) that breed insecure practices, and extracting financial gain 
from them. Characterizing these human fallacies is needed to better know how to address 
them. 

2.4 Understanding defenders 

As mentioned above, attackers often prey on known behavioral traits that facilitate scams. 
Analyzing a number of confidence scams, Stajano and Wilson provide a taxonomy of these 
behavioral biases [46], and derive principles to address them and improve system security. 
Most of the principles derived (e.g., distraction, compliance to authority, ...) equally apply to 
the online realm as they do to the offline realm. However, the work in this field so far has 
been descriptive. In particular, there does not exist quantitative measurements of attacker 
success in the various categories of scams. 

Another important line of work in behavioral aspects of security is in the evaluation and 
design of usable security policies. As an example, password composition rules (e.g., rules 
specifying that a password must consist of at least eight letters, and include at least a digit and 
a non-alphanumeric symbol) have long been thought to be useful in increasing the entropy, 
and thus the security of user-chosen passwords. Recent studies, e.g., [26], however show that, 
while, as expected, usability greatly suffers from too-stringent rules, password security is not 
necessarily increasing with the complexity of the password composition rules. Such insights 
are important as very often, policies are based on “common sense,” rather than formal 
evaluation and verification. 

2.4.1 Formalization of behavioral decision-making and experimental test 

An important aspect of behavioral economics is the formalization of psychological insights in 
economic models [7, 42]. Spearheading this approach, Kahneman and Tversky developed 
prospect theory [23], i.e., humans tend to be risk-averse when it comes to gains; and risk-
seeking in the domain of losses. Behaviorally-inspired models mainly aim to extend previous 
formalizations of fully rational behavior. Main fields of work include advances in the modeling 
of preferences, risk evaluation and behavior, understanding of (less than complete) 
information and ambiguity, and decision-making over time [8]. 
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Individuals may have to consider incentives of other agents when they develop their own 
strategies. In the security arena, such incentives are typically in conflict (i.e., between 
attackers, between defenders, and, of course, between defenders and attackers). But it is 
conceivable that groups (e.g., hacker forums) also reveal helping, fairness or other-regarding 
preferences (e.g., [41]).  

Moreover, the interaction between multiple decision-makers may be subject to 
interdependencies that shape incentives according to some topological or other structural 
rules [18, 28]. Matching laboratory studies have been performed to study the impact of 
interdependencies in the security context and to verify or challenge the accuracy of the 
models [17, 21]. 

2.4.2 Moving forward: Influencing defender behavior 

Most work in the area of behavioral economics has focused on integrating behavioral insights 
as part of formal economic theory and to test these models. Equally relevant, however, is the 
development of intervention strategies. Economics has traditionally played a significant part 
in this area, for example, in the form of mechanism design. However, interventionist 
approaches in behavioral economics are still rare [31]. Notable exceptions include attempts to 
influence individuals’ retirement savings behavior [49]. 

Most ideas in this area centre around the concept of nudging [50]. Essentially, the goal is to 
structure choices (e.g., by different ways of presenting options or setting defaults) such that 
individuals consider less harmful or in some other aspect preferable strategies that would 
otherwise be ignored because of behavioral biases. Nudging has also been considered in the 
context of protection of personal information [1]. Further, the combination of such ideas with 
classical carrot-and-stick economic incentives can help to, for example, overcome difficult 
coordination problems to protect or insure resources [19]. 

2.5 Stakeholders and applicability to regulation 

While the above discussion clearly outlines the need for considering behavioral factors in 
security engineering, it does not make clear who should be in charge of performing this work; 
and who should be in charge of implementing possible intervention policies. 

When it comes to behavioral economics of security, the primary stakeholders, on the 
defensive side, belong to three categories: research institutions – mostly universities, but 
possibly private research laboratories as well, law enforcement agencies or, perhaps more 
generally, national security institutions, and content providers (e.g., software manufacturers). 
Because a lot of the work needed in behavioral economics of security is at a fundamental 
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level, it can rarely be immediately translated into products,
2

 and therefore seems a more 
natural fit for research universities than for private industrial research labs. 

Law enforcement agencies – or national security institutions – have also a vested interest in 
this work. Similar to psychological profiling sometimes used to help identifying perpetrators of 
physical crimes, we argue that law enforcement agencies would be well-served by developing 
behavioral units to assist in their cybercrime investigations. This would help 1) identify the 
traits attackers may be looking for in victims, and 2) build profiles of attackers’ motives. 

Content providers such as software manufacturers also have a clear stake in this line of work, 
as they can translate some of the behavioral findings into actual mitigation strategies; for 
instance, when designing warnings or security configuration systems. 

We stress the importance to the regulator that behavioral research be actively encouraged 
and supported. Regulators need to understand the shortcomings (outlined above) of relying 
on the rational model. But even more importantly, behavioral interventions cannot be 
deployed without having been properly studied in the field and laboratory prior to legislation. 

Finally, several of the mechanisms miscreants use could be made more difficult to exploit by 
appropriate enforcement of existing rules. For instance, registration of an Internet domain 
name (e.g., example.com) requires, in principle, a valid identity, so that consumer protection 
authorities and/or law enforcement can contact the owner of the domain if said domain is 
engaging in questionable activities. However, this identification requirement is rarely 
enforced, and a number of domains are registered with fake identities. It goes without saying 
that vandals rarely use actual contact information when registering domains. In this example, 
mere enforcement of existing rules would go a long way toward making it more onerous for 
attackers to set up the infrastructure their schemes require. It is not clear whether 
supplemental regulation would be needed, or if, on the other hand, existing (contractual) 
obligations would suffice, as long as they are actively enforced.  

What is more obvious, however, is that we still have a limited understanding of the behavioral 
and economic aspects factoring into modern attacks, and that we need to bridge that gap to 
be able to devise effective defenses. 
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3 Economic Incentives for Security: The Role of Public Goods  

By Arnold Picot, Christoph Janello, and Johann Kranz (Ludwig-Maximilians-University Munich, 
Munich School of Management, Institute for Information, Organization, and Management. 
Ludwigstr. 28 VG/II, 80539 Munich, Germany, picot/janello/kranz@lmu.de) 

In this section, we (1) outline to which extent information security can be categorized as 
public good and (2) show the affected stakeholders’ major economic challenges of 
information security (incentives, information asymmetries, and externalities) and (3) provide 
an outlook on a future research and policy agenda.  

First of all, we have to address the question why security can be seen as a good at all. As 
security comes at a cost, this becomes obvious and hence, tolerating some level of insecurity 
is economically rational. From an economic perspective, the key question is whether the costs 
and benefits perceived by market players are aligned with social costs and benefits of an 
activity (van Eeten and Bauer 2008). 

As the internet itself can be seen as a public good (Huberman and Lukose 1997), it is likely 
that ICT-Security shows public good-characteristics as well. The consumption of public goods 
is defined to be non-rivalrous and non-excludable, as shown in the well-known matrix below 
(Olson 1965, Musgrave 1969, Picot 2009). Common examples for public goods are e.g. street-
lighting or clean air.   
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Figure 1 – Classification of goods (based on Picot 2009) 

As rivalry in the context of information security measures will hardly occur, we only have to 
determine if security-measures are excludable from consumption by price-mechanisms. This is 
surely the case with e.g. encryption technologies ensuring confidentiality of information. But 
on the contrary, some level of ICT-security is a prerequisite for the globally interconnected 
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economy to work. This is also true for the internet’s services to function. Basically a secure 
internet resembles a functioning banking sector which is essential for doing business. 
Malevolent or careless users can cause harm to other users, e.g. through spam-messages. 
Thus, they emit negative externalities. Further their incentive to invest in security is 
insufficient as they only partly, if at all, have to bear the negative effect.  

Due to these effects, public goods often lead to market failures. If their existence is 
nevertheless desired by society, their provision has to be safeguarded by means of regulatory 
intervention from some superseding level of governance (Picot 2009). To these means 
pertain, e.g. legislation (such as liability laws), taxes, requirements, bans and rules and quotas, 
often designed to fight external effects.  

A reasonable goal for regulation of ICT-security as a public good would be the provision of an 
economically sufficient level of ICT-security to ensure the operability of the ICT-economy. 

In the following, we briefly outline the major economic challenges of information security for 
each of the main stakeholders regarding ICT products’ security and services. Table 1 shows 
each stakeholder’s received externalities, incentives, and information asymmetries as well as 
the entities that are most important for reducing or eliminating these negative externalities 
and incentives for the respective stakeholder. As mentioned above, total security is neither 
achievable nor desirable. Hence, each actor will carefully make a tradeoff between costs and 
benefits associated with security measures since they often do not bear the full costs of 
failure. Additionally, they are not able to internalize the full benefits as in IT systems third 
parties regularly benefit from others’ security investments.  

Thus, from a societal perspective, the question is whether the respective actor’s incentives are 
in line with the costs and benefits of the society as a whole. Incentives can be classified as 
either monetary or non-monetary with either a short- or long-term effect. Depending on the 
effect on the objective they are referred to as either “positive” or “negative” incentives. An 
actor’s specific incentives will result in a decision (e.g., whether and how much to invest in 
security) which will cause externalities for the other stakeholders.  

Externalities are “forms on interdependence between agents that are not reflected in market 
transactions” (van Eeten and Bauer 2008) and, thus, not in usual accounting procedures. This 
leads to deviations from a socially optimal allocation of resources. Externalities either cause a 
good’s underuse or underproduction (positive externality) or overuse or overproduction 
(negative externality) (Friedman 2002, pp. 599). When a good’s production causes positive or 
negative externalities it often indicates that a public good might be affected.  

Owing to the high degree of stakeholders’ interconnectedness in ICT networks, many 
externalities arise within these IT systems. Moreover, these externalities rapidly percolate 
through ICT networks. Thus, understanding the stakeholders’ incentives, existing information 
asymmetries, and the externalities they are exposed to is vital for identifying open issues for a 
future research agenda and the role of governmental and other regulatory agencies. 
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3.1 Areas of applicability  

Owing to the high degree of stakeholders’ interconnectedness in ICT networks, many 
externalities arise within these IT systems. Moreover, these externalities rapidly percolate 
through ICT networks. Thus, understanding the stakeholders’ incentives, existing information 
asymmetries, and the externalities they are exposed to is vital for identifying open issues for a 
future research agenda and the role of governmental and other regulatory agencies. 
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4 Economic incentives for security: the role of information asymmetry and 
lack of information 

By Simona Cavallini and Fabio Bisogni (Fondazione FORMIT, via Giovanni Gemelli Careri 11, 
00147 Rome, Italy, s.cavallini/f.bisogni@formit.org) 

 

4.1 Abstract 

This paper aims at illustrating how lack of information may affect security strategy of the 
potential stakeholders inducing a sub-optimal behaviour. In the NIS context, the bias 
perception of risk for the limited information may induce under-investments in security and 
the network feature of information systems spreads to all connected stakeholders negative 
externalities. Economic incentives addressing the different types of stakeholders may induce a 
higher protection of the single and, consequently, of the entire information system. For each 
identified effect caused by the lack of information an example of economic incentive will be 
proposed with a potential policy indication. 

 

4.2 Keywords 

Externalities (ENISA list), incentives, information asymmetries, lack of information, public 
goods, risk assessment, investment, market failures, security.  

 

4.3 Executive summary  

Security matters, and especially those related to network and information security, affect the 
overall society. Each single type of stakeholder (e.g. citizens, NIS operator, infrastructure 
operator, public administrator) defines its security level according to potential suffered 
damages in case of lack of security, but this behaviour leads to a sub-optimal level of security 
at least for two main reasons: 

 The nature of public good of security. Each stakeholder defines its (high/low) security 
level that affects (positively/negatively) also other connected stakeholders. 

 The role of information asymmetry and lack of information. Each stakeholder would 
define its security strategy according to potential suffered damages, if he/she had all 
information available on potential threats, their damages and their probability. 
Information asymmetries or lack of information induce to define security level different 
from the optimal one.  

  
Both of these market failures may lead to an underinvestment in security: in the first case 
especially from the societal point of view, in the second case also for the single stakeholder. 

mailto:s.cavallini/f.bisogni@formit.org
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Economic incentives are not to be considered as direct transfer of money addressed to one or 
more types of stakeholders to improve their security levels but as mechanisms leading to 
spontaneous efficient behaviours addressed to increase protection. 

To this purpose, specific economic incentives should be addressed to the different types of 
stakeholders in order to solve potential distortions affecting the security market. 

 

4.4 Involved Stakeholders  

The current European policy debate and the most advanced studies on the economics of 
security have recently included the issue of responsibilities of protection and the attribution 
of the associated costs (Kolfal et al., 2010). To this aim, different stakeholder types with 
specific roles in security of information systems can be identified. Among these, citizens, 
public bodies/authorities, ICT operators and operators of other critical infrastructures assume 
a strategic role.  

 Citizens, intended as general private end-users, carry the social interest in using ICT 
infrastructures and services provided by other critical infrastructures. For instance, in the 
event of a cyber-attack on the mentioned infrastructures, the society, as the aggregation of 
all citizens, would suffer larger negative externalities since it has less direct capacity to 
contain effects. 

 Public bodies and authorities have the main goal to protect the social interest and can 
directly support prevention, protection and reaction to security breaches through 
regulation (top-down approach)  or action (bottom-up approach) that encourage all 
stakeholders to bear part of the security costs. 

 ICT operators, intended as operators who directly manage Internet connections (such as 
Internet Service Providers and telecom operators), are directly involved in the security 
issues and considered the most liable actors. Due to the fact that they manage ICT 
infrastructures and connected services, in the case of a successful attack, they would suffer 
the most direct consequences, but wide damages would also affect the rest of society. 

 Operators of other critical infrastructures have a double damage-spreading role that has 
recently increased their responsibilities. On the one hand, if an operator of a critical 
infrastructure affecting ICT operators (e.g. an electricity provider) becomes, for example, a 
cyber-crime target, its failure may cause a large disruption of ICT services. On the other 
hand, if an ICT operator suffers a cyber-attack, cascading effects on other critical 
infrastructures (e.g. hospitals) might be spread to the entire society with relevant impacts 
for non-ICT users. 

Each of these 4 stakeholder types has to balance investments and costs suffered as 
consequence of expected security failures. Starting from the analysis of the security 
investment behaviour of ICT operators, effective actions in terms of economic incentives can 
be suggested to public decision makers in order to overpass potential market failures related 
to the security market. 
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4.5 Summary of existing work 

Mainstream literature and consolidated on economics incentives for security strongly focus 
on the role of information asymmetry and lack of information in defining security strategies. 
Information availability represents a key element influencing risk assessment processes and, 
consequently, security investment decisions.  

In each context, information and its availability among the possible stakeholders represent 
one of the essential elements for the definition of complete markets. Information can be 
asymmetric or lacking.  

In the first case, one stakeholder can take advantage from the complete information respect 
to the others. The market for lemons of the used cars proposed by Akerloff (1970) shows the 
bias effects on the car market of the complete information on the quality of the car of the 
seller respect to the inexpert buyer. 

In the case of lack of information, the interested stakeholders behave in a sub-optimal way 
without any advantage for other stakeholders.    

Business users, public authorities and citizens demand secure information systems, and ICT 
operators have set up investment strategies in order to provide ICT services at a suitable level 
of security. 

The societal demand of security provides an indication to ICT operators of their costs in terms 
of losses related to the lack of security and, consequently, the needed amount of investment. 
For an ICT operator, the optimal level of investment in security is the level providing a 
protection that minimizes its expected costs in case of critical events. This optimal solution 
occurs when marginal security investments equal the expected marginal costs that the 
operator would sustain. Nevertheless, market failures may impede the pursuit of the optimal 
level of investments and the consequent optimal level of security (Bruck et al., 2006,). 

Gordon and Loeb (2002) defined a model to determine the optimal amount of investment 
needed to protect a given set of information. Considering the vulnerability of an information 
system, the main finding is a biased behavior on the part of the operator: a firm spends only a 
small fraction (approximately 37%) of the potential loss that would result in case of a breach 
occurrence. According to this model, the level of security investment of the ICT operator can 
be defined on the basis of the expected loss E(L) associated with its available information set, 
with L representing the incurred loss in case of failure. The expected loss E(L) is the result of 
the probability of the threat occurrence, t, times the vulnerability of the system, v (which is 
the probability of threat effectiveness), and the potential loss due to the threat realization, λ. 
In order to avoid huge unexpected losses, the ICT operator sets up a level of security S as a 
function of the implemented security investments Is and of the level of vulnerability of the 
system v.  

The ICT operator chooses the level of security investment according to his risk attitude and his 
risk assessment. In fact, the level of chosen investment depends on the operator’s risk 
propensity: if the operator is risk adverse, he would prefer a lower level of expected loss 
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increasing current costs; otherwise, if the ICT operator is risk loving, he would accept a high 
risk situation increasing of current benefits (e.g. reduced security costs).  

In the real world, complete information on potential failures and related risk is not available 
to ICT operators, first of all, because malicious attack techniques evolve rapidly and are 
becoming increasingly sophisticated. In addition, ICT operators suffering failures are reluctant 
to publicly communicate and report to the authorities any disruption in services, the causes, 
frequencies and costs. This operator behavior can be ascribed to the concern of suffering 
reputational damages, breaking confidentiality obligations and being addressed on grounds of 
liability. Moreover, the particular sensitivity of information on security incidents makes 
information sharing a particularly risky issue, hindering the development of a confident and 
fruitful environment3. 

In fact, from the perspective of a single operator, there are no immediate advantages in 
sharing information on past attacks4, although all ICT operators and other critical 
infrastructure community members would gain from better information on failures.  

The reluctance to share information about security failures experienced entails a biased 
knowledge on risk. These circumstances influence the extent of implemented security 
provisions and the realized security investment: because ICT operators are not properly aware 
of the real extent of risk, the chosen level of investment is different than that which would be 
desired by the operator himself.  

These assumptions are supported by the results of a leading study on information sharing by 
Gal-Or and Ghose (2004). The analysis made in the article “The Economic Consequences of 
Sharing Security Information” investigates the competitive implications of information sharing 
on breaches and the level of investment dedicated to security. The main conclusion is that 
market characteristics affect incentives for information sharing among competing firms, but 
information sharing encourages additional security investments. 

 

4.6 Areas of applicability 

The strategic role of ICT services in the current European economies is increasing the policy 
makers’ interest on security issues and towards possible measures to reduce related market 
failures. 

                                                        

3 Information sharing, characterized by restricted disclosure of sensitive information, could be misinterpreted by an 

enforcement agency or used to hide the flow of information for anticompetitive purposes. 

For a general overview of the antitrust issue in information sharing, among the main reference works there are “Information 
Exchanges Among Firms and their Impact on Competition” by Kühn and Vives, “Overcoming impediments to information 
sharing” by Aviram and Tor and “Information sharing, innovation, Antitrust” by Teece.     
4
 In the perspective of the operator, the immediate advantages of sharing information may be not enough to overcome the 

potential risk of reputation loss coming from breaches or improper disclosure. 
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One of the possible regulation solutions is suggested by  arcia and Horowitz (200 ) in “The 
potential for underinvestment in internet security: implications for regulatory policy”, where 
incentives and obstacles to security provisions in the Internet market are investigated. Their 
model confirms the security underinvestment (from a social perspective) by Internet 
providers: the social value derived from Internet largely exceeds potential and actual 
revenues associated with the telecommunication companies. Garcia and Horowitz sustain 
appropriate, at least in the long term, the implementation of regulatory instruments focusing 
on a standardized security risk analysis for Internet companies even if there are difficulties 
due to the inability to measure the current level of security, the evolution of  malicious 
attackers’ tools, the implementation of homogeneous security tools, the capacity of ranking 
security risks and the different organisations’ financial readiness and technological profile to 
support security of the internet infrastructure. 

All the regulatory initiatives against security issues of information systems and especially 
those related to malicious attacks undertaken at the European level are focused on the critical 
role of information on crime and on the network nature of information systems and its 
consequence on security (COM (2009) 149 final). Most of the proposed measures aim to 
increase the social awareness of security failure effects and to reduce the biased optimal 
choice behaviour of ICT operators, targeting with policy indications also the other actor 
categories as stakeholders able to impact directly on the security provisions. 

In order to improve security, an economic incentive framework can be set up by policy makers 
for: 

• Sharing technical information through a bottom-up approach essentially involving ICT 
operators and other critical infrastructure operators to better assess the security risk at the 
organization level. Information sharing circles may represent one of the most efficient tools 
to solve limitations related to the lack of information and data on security for the ICT 
operators and partially for other critical infrastructure operators. At the organization level, 
the improvement of security related information allows a better assessment of the risk of 
disruptions and supports more effective investment choices both to improve preparedness 
and to respond to emergencies. The exchange of information may increase security 
awareness of ICT circles’ members and result in benefits for individual stakeholders and for 
the network security of the society as a whole. 

• Sharing technical information through a top-down approach essentially involving ICT 
operators and public authorities/bodies to set up measures to prevent security failures and 
to better assess risk at the social level. One solution is the implementation of homogenous 
practices for disruption reporting, allowing competent authorities to have a complete 
overview of the emerging threats and related vulnerabilities and to collect significant data 
for the social risk evaluation. Key-element for overcoming lack of information at European 
level is therefore a common strategy for collecting detailed data and widening reliable 
sources (e.g. main ICT stakeholders).  
Spreading information on the security threats and impacts, increasing the knowledge for 
each category of ICT stakeholder (ICT operators, other critical infrastructure operators, 
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public authorities/bodies and citizens). Due to the network features of ICT systems and the 
presence of the weakest link, the development of baseline security technological skills for 
the largest part of the population may improve the overall security of the ICT systems and 
those strictly connected. Filling the gap in terms of technological skills with the aim of 
increasing security would mean setting up different education measures for citizens 
according to their potential user role: home user, ICT professional and worker. 
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5 Impact Assessment of Intervention Policies:  

Starting from the evaluation of socio-economic impacts due to security and 
resilience failures 

By Simona Cavallini and Fabio Bisogni (Fondazione FORMIT, via Giovanni Gemelli Careri 11, 
00147 Rome, Italy, s.cavallini/f.bisogni@formit.org) 

5.1 Abstract 

This paper aims at summarizing the main elements to be considered for the impact 
assessment of intervention policies in security and resilience related topics. In particular, it is 
pointing out how the need of impact assessment policies relies on the evaluation of macro-
level effects due to security and resilience failures. Policy effectiveness in the NIS context 
should be evaluated having a clear perception of the potential effects of failures in security 
and resilience such as those affecting critical infrastructures. Among the different strands of 
literature investigating impacts of security and resilience failures and according the most 
recent European policy debate, evaluation of socio-economic damages due to disruptions of 
critical infrastructures, also taking into account their interdependencies and cascading effects, 
has become one of the main goals of the related research activities. Indications on severity of 
events affecting the entire society through its critical infrastructures may support impact 
assessment of policies devoted to improve protection and to increase security and resilience 
at macro level. 

5.2 Keywords 

Critical infrastructures, sectoral interdependencies, socio-economic effects, input-output 
models, security and resilience intervention policies. 

5.3 Involved Stakeholders  

Adoption of new security and policies aims at improving protection conditions of all the actors 
of the society. Assessment of intervention policies in terms of improves security and resilience 
at societal level should consider the effect that specific measures may have in terms of costs 
and benefits of each actor type in interested society. In particular, among the different 
stakeholder types, the most involved both in the case of failures due to critical events and in 
the case of policy interventions are: 

 Citizens, intended as general private end-users. In the case of a critical event they 
would suffer socio-economic impacts that may be reduced by effective policy 
measures.  Apart from actions devoted to raise security awareness, they are not 
usually the main target of policies.    

 Public bodies and authorities (including decision makers at national and at European 
level) have the main goal to protect the social interest and can directly support 
prevention, protection and reaction to security and resilience disruptions. They have 
the direct role of setting up policies, defining targets (such as stakeholder types), 
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assessing effectiveness of policies along  time, and, if necessary, revising/enforcing 
them. They are in charge of evaluating social costs and benefits of each implemented 
or planned measure. 

 Private economic operators. Operators providing essential goods and services are 
usually the direct target of security and resilience policies. They are also the actors that 
mainly bear the direct cost of security and resilience provisions (mandatory or not) and 
that are request to invest in order to reduce socio-economic effects in case of critical 
events. This role is particularly strategic for those operators owning/managing critical 
infrastructures. 

 Academic researchers have a threefold role: to assess potential and real socio-
economic effects of disruptions; to suggest effective indications (e.g. incentives) to 
minimize costs and maximizing social benefits of security and resilience measures; 
support decision markers in  impact assessment of intervention policies. 

5.4 Approach to the impact assessment of intervention policies  

Intervention policies related to security and resilience may be classified at least in 6 different 
categories5 of initiatives (European Commission, 2009a):  

1. Non-legislative initiatives/Communications/Recommendations/White papers which 
set out commitments for future legislative actions 

2. ‘Cross-cutting’ legislative action, such as regulations and directives that address broad 
issues and are likely to have significant impacts in at least two of the three pillars 
(economic, environmental and social) and on a wide range of stakeholders across 
different sectors 

3. ‘Narrow’ legislative action in a particular field or sector, and unlikely to have significant 
impacts beyond the immediate policy area 

4. Expenditure programmes: decisions to establish or renew spending programmes  
5. Commitology decisions: different executive initiatives defined by the procedure of 

adoption 
The Impact assessment guidelines of the European Commission propose a procedure for the 
impact assessment of policies according to the following key analytical steps (European 
Commission 2009a, pag .5):  

1. Identifying the problem 

 Describe the nature and extent of the problem. 

 Identify the key players/affected populations. 

 Establish the drivers and underlying causes. 

 Is the problem in the Union's remit to act? Does it pass the necessity and value 
added test? 

                                                        
5 Each impact assessment process is more affected by the content of the initiative rather than any formal classification. 
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 Develop a clear baseline scenario, including, where necessary, sensitivity 
analysis and risk assessment. 

2. Define the objectives 

 Set objectives that correspond to the problem and its root causes. 

 Establish objectives at a number of levels, going from general to 
specific/operational. 

 Ensure that the objectives are coherent with existing EU policies and strategies, 
such as the Lisbon and Sustainable Development Strategies, respect for 
Fundamental Rights as well as the Commission's main priorities and proposals. 

3. Develop main policy options 

 Identify policy options, where appropriate distinguishing between options for 
content and options for delivery mechanisms (regulatory/non-regulatory 
approaches). 

 Check the proportionality principle. 

 Begin to narrow the range through screening for technical and other 
constraints, and measuring against criteria of effectiveness, efficiency and 
coherence. 

 Draw-up a shortlist of potentially valid options for further analysis. 
4. Analyse the impacts of the options 

 Identify (direct and indirect) economic, social and environmental impacts and 
how they occur (causality). 

 Identify who is affected (including those outside the EU) and in what way. 

 Assess the impacts against the baseline in qualitative, quantitative and 
monetary terms. If quantification is not possible explain why. 

 Identify and assess administrative burden/simplification benefits (or provide a 
justification if this is not done). 

 Consider the risks and uncertainties in the policy choices, including obstacles to 
transposition/compliance. 

5. Compare the options 

 Weigh-up the positive and negative impacts for each option on the basis of 
criteria clearly linked to the objectives. 

 Where feasible, display aggregated and disaggregated results. 

 Present comparisons between options by categories of impacts or affected 
stakeholder. 

 Identify, where possible and appropriate, a preferred option. 
6. Outline policy monitoring and evaluation 

 Identify core progress indicators for the key objectives of the possible 
intervention. 

 Provide a broad outline of possible monitoring and evaluation arrangements. 
Concerning the analysis of the impacts of the policy, significance is recommended to be 
evaluated at least in the economic, social and environmental fields affecting elements such as 
economic actors, groups of citizens, SMEs, cultural goods.  
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In particular, within the Impact assessment guidelines the analysis of impacts consists of three 
major steps: 

1. Identification of economic, social and environmental impacts 
2. Qualitative assessment of the more significant impacts 
3. In-depth qualitative and quantitative analysis of the most significant impacts 

The suggested assessment of impacts implies the identification of the areas in which the 
proposed action is intended to produce benefits, as well as the areas where this may lead to 
direct costs or unintended negative impacts assign likelihoods (e.g. low, medium or high 
probability) that the impact will occur (or conversely the risk that the impact will not occur). 
Assumptions about factors that may influence the probability that impacts will occur should 
complete the evaluation.  

5.5 Summary of existing work  

In the specific context policies related to security and resilience, the worldwide current policy 
debate is strongly focused on protection of critical infrastructures. Framework policies at the 
European level and intervention strategies at the national level aim at securing society 
towards physical and cyber threats.  

The complex structure of socio-economic relationships has imposed special attention to 
interdependencies among infrastructures leading decision makers: 

 To focus on wide-scope security measures such as with the identification of European 

Critical Infrastructures with the Directive “On the identification and designation of 

European Critical Infrastructures and the assessment of the need to improve their 

protection”, 2008/114/EC (European Commission, 2008a) 

 To identify and study elements amplifying potential effects of security failures such as 

ICT  systems embedded in all the socio-economic function with Communication for 

“Protecting Europe from large scale cyber-attacks and disruptions: enhancing 

preparedness, security and resilience”, COM (2009) 149 final (European Commission, 

2009b) 

The evaluation of the security and resilience related policies relies on an assessment of socio-
economic impact due to extended failures that may affect the entire society. Adoption of 
security and resilience measures implies costs that should be compared with tangible and 
intangible benefits of their implementation. For instance, comparisons of effects between 
scenarios with and without policy measures represent the starting point for the evaluation of 
the impact of intervention policies. In such evaluations critical point is usually the 
quantification of benefits. In the field of security, the framework is furthermore complex. 
Apart from intangible benefits of a security policy such as the “security feeling” of citizens, 
tangible advantages for the society should be evaluated in terms of reduced impacts in case of 
critical events. 
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Critical infrastructures intended as assets, operators or delivered services are considered a key 
element in security and resilience related policies for their potential disruptive effects on the 
overall society. Apart from the essential service of the critical infrastructure itself, its 
interconnections with other critical infrastructures add a multiplier effect to the expected 
socio-economic loss. 

Needs to assess socio-economic effects of disruption of critical infrastructures can be found in 
the policy regulations themselves. 

The Directive on the identification and designation of European Critical Infrastructures and 
the assessment of the need to improve their protection (European Commission, 2008a) 
defines critical infrastructure as “an asset, system or part thereof … which is essential for the 
maintenance of vital societal functions, health, safety, security, economic or social well-being 
of people, and the disruption or destruction of which would have a significant impact in a 
Member State as a result of the failure to maintain those functions.”, while indications of 
effects of failures are detailed in the related Guidelines for its application (European 
Commission, 2008b) “Cross-cutting criteria consist of three families of criteria, namely 
casualties criteria, economic effects criteria and public effects criteria… economic effects 
criterion (assessed in terms of the significance of economic loss and/or degradation of 
products or services; including potential environmental effects). The starting point for the 
assessment is that a loss of service will lead to a loss of production of services and goods. This 
loss and its effect incurred in the supply chain constitute the total size and extent of economic 
damage.” 

Referring to possible assessment methods with macro perspective, Guidelines of the Directive 
(European Commission, 2008b) suggests as “A suitable calculation method is input-output 
analysis. This method has the advantages that it automatically excludes private losses, 
includes cascading economic effects, and uses current data. In short, an input-output model is 
a description of the dependencies that exist within an economy amongst all its sectors of 
activities. An input-output model explains, for example, how the output of the oil and gas 
sector is used within other sectors such as, industry, agriculture, etc. What is important to note 
is that there is a direct link between the input-output table and the national accounts. This 
makes it possible to express the consequences of a disruption in one sector and its rippling 
effect to the rest of the economy and eventually on the GDP. The required data for building 
input-output models is available from Eurostat.” 

In recent years large part of literature on potential effects of critical infrastructures in case of 
security and resilience failures at macro level relies on input-output modelling. Industrial 
relationships expressed through the input-output tables reporting the production and the 
consumption behaviour of each sector of a specific economic system were initially considered 
in the seminal contribution of Haimes and Jiang (2001). 

Rinaldi (2004) considers input-output models of economic flows described by Leontief (1986) 
applicable to infrastructure studies, where, in general, economic sectors represent 
infrastructures and economic sectors which output serves extensively and intensively all the 
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other sectors, in particular, represent critical infrastructures. As described in Sarriegi et al. 
(2009), input-output models are one of the most effective modelling paradigms to face the CIs 
interdependencies problem allowing a more extensive comprehension on which economic 
sectors might be considered the most vulnerable to CIs breakdowns. 

Haimes et al. (2007) lists among the 4 potential couplings models for describing CIs 
interdependencies those developed for including inter-sector economic features on the basis 
of input-output relationships. The Inoperability Input-Output Model (IIM), developed by 
Haimes and Jiang (2001),  Santos, J. R., Haimes, Y. Y., (2004), is a transformation of the 
Leontief static input-output model in which, after a shock, the IIM estimates the effects in 
terms of sector inoperability and the economic impact. 

In order to solve to time-invariant problem of the IIM, Lian and Haimes (2006) proposed the 
Dynamic Input-Output Inoperability Model (DIIM) as an extension of the IIM able to include 
the time dimension for the recovery of sectors after a critical event. Although the DIIM is 
more general than the IIM, it still does not appropriately include the domino effects of 
disruptions occurring in interdependent economic sectors. 

An attempt to address the above identified IIM and DIIM issues is proposed by Kujawski 
(2006) with the Multi-Period Model for Disruptive Events in Interdependent Systems 
(MPMDEIS). The premise of the MPMDEIS is that a critical event impacts on the economic 
system according to a 4-phase life-cycle starting from a pre-event period, to a post-recovery 
period. In MPMDEIS a critical event is modeled as a shock which, through the sectoral 
interdependencies, perturbs the equilibrium, cascades from one sector to another and 
reduces their production capacity. The systems dynamics approach for modeling the recovery 
period constitutes the key element. 

In Bisogni and Cavallini (2010), the input-out relationships are employed to assess the most 
vulnerable sectors to unexpected critical Information System (IS) sector failures. The model 
simulates IS disruptions and provides estimates of socio-economic impacts for all the sectors 
at both national and European level, taking into account in a dynamic framework of sectoral 
interdependencies and cascading effects. Differently from the above mentioned literature, 
the proposed approach is a computational general equilibrium (CGE) model characterized by a 
supply side and a demand side that define the equilibrium condition that an sector failure 
perturbs, making possible the comparison of rankings of damages at sectoral level. 

The policy indications and the evolving different strands of literature on failures in critical 
infrastructures highlight the need of a macro-level assessment of potential socio-economic 
effects of unexpected events affecting security and resilience. Extent of impacts affects the 
urgency of the policies and allows evaluating their effectiveness in reducing potential 
damages. 

5.6 Areas of applicability 

Impact assessment of intervention policies and evaluation of socio-economic impacts due to 
security and resilience failures can be performed at any operational and geographical level. 
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Socio-economic impacts due to security and resilience failures may be assessed also at 
operator level. A lot of papers and recent European studies are focusing in investigating from 
different perspectives relationships among single operators and/or specific sectors, while 
impact assessment of intervention policies may be intended as analysis of strategies of 
security and resilience of operators (including business continuity). 

Effects of security failures and resilience may be obviously also analysed at any geographical 
level implying an involvement of different decision makers for implementing and evaluating 
policy  effectiveness. 

5.7 Open issues  

According to the analysis carried out in the previous paragraphs, the following topics should 
be included in the open issues: 

 Definition of methodologies able to make comparable assessment (at macro level) of 
socio-economic impacts due to security and resilience failures  

 Refinement and harmonization of indicators for assessing socio-economic effects of 
security and resilience failures (e.g. loss of turnover)  

 Identification of categories of benefits related security provisions for all the different 
types of actors 

Among the new sub-topics to be further investigated: 

 Specific methodologies and tools for impact assessment of security and resilience 
related policies (including definition data and information to collect and use) 

 Ex-post evaluation of effects of current security policies in the medium term also 
according to the specific sources of threats 
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6 Collection of Data on Security Incidents 

By Dr. Thomas Nowey, Krones AG, Neutraubling, Germany 

6.1 Abstract of the topic  

Precise quantitative data related to information security incidents like frequency, impact, 
type, timeline or the effectiveness of countermeasures would be a valuable source of 
information for business as well as for academia and information sharing initiatives. Although 
already helpful on the level of single incidents such information can uncover its full potential 
when available for multitude of incidents from various organizations and individuals in a 
standardized way.  

Individual organizations, especially SME, need information on security incidents to accurately 
estimate risks and to make cost-benefit-based decisions from the investment in information 
security as well as for the ex post evaluation of security investments and for benchmarking 
between organizations. Risk Management depends on accurate estimations of impact and 
probability of events. One way to determine impact and probability is to derive them from the 
frequency and severity of past incidents. Especially for the estimation of important high 
impact/low frequency risks historical data beyond the own organization is needed. 
Approaches like Return on Security Investment (ROSI) are based on the assumption that there 
is sufficient data available to estimate risks and annual loss expectancies correctly.  

Research institutions, providers of security solutions, centers of excellence for information 
security as well as national information sharing systems as well as European institutions need 
historical data on information security incidents to analyze and understand cyber-threats and 
cybercrime, to be able to advise individuals and organizations on risks and countermeasures 
and to develop and validate economic models and simulations. Furthermore accurate loss 
data is one of the essential prerequisites for cyber insurance.  

Yet in practice all of the stakeholders mentioned are lacking reliable data. This can mainly be 
attributed to the absence of a common standard for the collection of risk-related information 
on security incidents and to the nonexistence of an inter-organizational initiative and 
technical platform for secure and anonymous collection of such data. Like in other domains 
(banking, insurance) a pan-European data pool with quantitative data on information security 
incidents from commercial and non-profit organizations (like European institutions) could be a 
valuable source for better risk management decisions and thus for increased profitability, 
competitive advantage as well as for more precise accurate insights in the nature of cyber-
attacks. Such a data pool or platform using a common language for security incidents is not 
yet available today. 

However key requirements of such systems have already been identified. In academic 
research there are also proposed solutions to the restraints identified as well as prototype 
implementations for such initiatives. The main barrier nowadays lies in finding a suitable 
organization that is capable of establishing a common taxonomy and process for the 
collection of incident data, that can establish a anonymity preserving technical platform, that 
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is trusted by the contributors, that is capable of being a technical and organizational mediator, 
and that has the necessary funding to establish and run a pan-European platform for the 
collection of incident information. The expansion of a European Information Sharing and Alert 
System could be a feasible solution. 

 

6.2 Keywords 

Annual Loss Expectancy. Asset. Benchmarking. Business Risk. Cyber Insurance. Damage 
Assessment. Event. Exposure. Financial Impact. High Risk Areas. Impact Analysis. Incident. 
Incident Categorisation. Information Security. Key Performance Indicator. Likelihood. Loss. 
Loss Database. Operational Risk. Probability. Quantification. Risk. Quantitative Assessment. 
Risk Assessment/Analysis. Risk Controls. Risk Management. Security. Threat. Vulnerability.  

 

6.3 Summary of existing work 

There is a significant amount of work on different aspects of this topic: 

 Initiatives for the collection of incident related information like computer emergency 

response teams (CERTs) or information sharing and analysis centers. However there is 

no initiative focusing on the assessment of quantitative data. Different papers outline 

the positive economic impact of sharing security-related information between 

organizations [9], [10], [12]. 

 Data pools on risks are common in other areas like banking or insurance. Yet those 

data pools do not consider information security incidents. 

 Several substantiated taxonomies for the classification of security incidents exist, as 

well as common standards like CVE for uniquely identifying vulnerabilities, etc. For an 

overview see [15]. 

 Research on the secure and anonymity preserving benchmarking between 

organizations [13]. 

 Methods for economic analysis of information security investments and risks like ROSI 

[7], [18]. 

 Micro-economic models on information security risks [17]. 

 Studies/Surveys on Cybercrime. Yet those studies are hardly comparable, the loss 

figures vary considerably (up to a factor of 1.000) due to different methods, definitions 

and taxonomies [8]. 

 Transferring risks to third parties by means of insurance is common for various types 

of risks. Requirements and economic models for cyber insurance have been analysed 

[4], [11], [20]. Yet today there is no efficient market for cyber insurance. The lack of 
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actuarial data is one of the major drawbacks for the development of a market for 

cyber insurance products. 

 Nowey describes key issues that have to be addressed to make a platform for the 

sharing of incident information possible along with proposed solutions [15], [16]. The 

most important aspects being: 

o anonymity,  

o security,  

o common taxonomy,  

o mechanisms for fair use,  

o and demand oriented data preparation. 

 Microeconomic papers on information security often use terms like security 

investment, cost for information security, annual loss expectancy, cost of a security 

measure, impact, damage categories, loss, insurance premium, asset value, probability 

of an event, threat, vulnerability, exploitability, etc. However in practice there is no 

common understanding of how to define, calculate or measure those terms. 

  esearch on electronic crime. For example Anderson et al. recommend “that the 

Commission (or the European Central Bank) regulate to ensure the publication of 

robust loss statistics for electronic crime.” [2]. 

 Research on the so called wisdom of the crowd (as described by Don Tapscott) shows 

the added value that is generated by exchanging information between different 

parties [19]. 

 RISI – The Repository of Security Incidents: http://www.securityincidents.org. 

Commercial System focusing on industrial security incidents. No quantitative data 

recorded. 

 Event studies that analyse the impact of security incidents on firm value [8]. 

 

6.4 Areas of applicability of the topic 

Data on information security incidents can be applied for various purposes. Among them: 

 Improved information security management and risk management in organizations 

through substantiated quantitative data for risk assessments. 

 Benchmarking between organizations. 

 Development of cyber insurance products. 

 Verifying the utility of risk reduction measures. 

 Studies on cybercrime. 

 Assessing macroeconomic impact of security breaches, cybercrime, etc. 

http://www.securityincidents.org/
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 Development, application and verification of economic models and simulation models 

on economic aspects of information security. Empirical validation of theoretical 

models. 

 Comparing and analysing the real severeness of pan-European security incidents (e.g. 

Stuxnet virus, etc.). Assessing the real economic impact of security breaches on 

national economy. 

 Fostering information exchange between stakeholders (e.g. European institutions, 

national authorities, Professional associations, research institutions, companies, 

service providers, vendors of security products, individuals) on threats, vulnerabilities, 

incidents and countermeasures. 

 

6.5 Links to ENISA-Goals 

The Digital Agenda for Europe – 2.3 Trust and Security:  
“Establish a European cybercrime platform by 2012;” 
“Establish by 2012 a well-functioning network of CERTs at national level covering all of 
Europe;” 

CIIP - Implementation activities – Pillar 2: 
European Information Sharing and Alert System (EISAS) 
“Action: Detection and response development and deployment of a European Information 
Sharing and Alert System, reaching out to citizens and SMEs and being based on national and 
private sector information and alert sharing systems.” 

The EU Internal Security Strategy in Action: Five steps towards a more secure Europe, COM 
(2010) 673 final 
“OBJECTIVE 3:  aise levels of security for citizens and businesses in cyberspace” 

Draft Internal Security Strategy for the European Union: "Towards a European Security 
Model" “Information exchange” 
 

6.6 Involved Stakeholders  

 Commercial and non-profit organizations (like European institutions), companies, 

especially SMEs: Collecting and providing incident data, consuming data, analysis and 

recommendations based on the data. Professional Associations can provide analysis 

for their members. 

 Research Institutions/Academia: Proposing methods for collecting and analysing the 

data, developing new economic models and using data to empirically validate models. 

 European institutions, National Security Institutions, CERTs, ISAS, PPPs: Setting 

standards for the collection of incident data, establishing and promoting taxonomy, 

http://ec.europa.eu/information_society/policy/nis/strategy/activities/ciip/pillar_2/index_en.htm
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acting as a mediator in the development process, providing/running a platform for the 

collection of incident data, providing analysis and recommendations, extending 

existing ISAS, providing regulation, guaranteeing privacy and security of the 

information exchange, advising organizations, helping organizations in implementing, 

analysing change in overall risk profile, Assessing macroeconomic impact of security 

breaches, cybercrime, etc. 

 Security Industry: provide funding, gaining insights into attack patterns, develop 

optimized security products, implementing standards and technical interfaces for the 

collection of security in security management products. 

 Security professionals: Providing input for a common taxonomy on incident data. 

 Sector Regulators: Possibly setting of rules for the obligation of disclosing security 

incidents to certain institutions. 

6.7 Open issues regarding the topic  

1. Establishing and promoting a common taxonomy for documentation of information 

security incidents and their impact together with a methodology for the collection of 

information on security incidents. Helping organizations in establishing the necessary 

processes and analysis capabilities. Providing a taxonomy for IT-assets (and their 

value), security measures and risk measures. 

2. Building a data pool with quantitative data on information security incidents from 

organizations for the privacy preserving pan-European exchange and analysis of 

impact data. Providing technical and organizational means for a centralized collection 

of information on security incidents in private and public organizations. 

a. Technical entity – data pool 

b. Legal entity – custodian for the data 

3. Integration of existing data sources into a common framework. E.g. information from 

studies, data pools, information sharing initiatives, CERTs, etc. 

4. Integrating capabilities for the quantitative assessment of information security 

incidents in information security management products (e.g. issue-tracking-systems).  

5. Establishing an anonymity preserving benchmarking initiative for information on 

security incidents and their impact.  

6. Improvement of economic models for cyber insurance based on historic loss data. 
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7 Software Liability 

By Prof. Dr. Rainer BÖHME, Westfälische Wilhelms-Universität Münster, Germany - 
Dr. Michael RATH, Luther Rechtsanwaltsgesellschaft mbH, Köln, Germany - Ralf SCHNEIDER, 
TÜV Informationstechnik GmbH, Essen, Germany - Prof. Rahul TELANG, Carnegie Mellon 
University, Pittsburgh, PA, USA 

7.1 Executive Summary 

This report gives an overview of economic aspects of liability related to the use of software 
either for governmental, business or private purposes, in case of a damage caused by a 
security breach which presumably has its origin in the software itself. Therefore, the focus of 
this report is not to evaluate the impacts of faults and errors contained in the software 
leading to contractual or statutory warranty claims, but rather to concentrate on third party 
liability. Software does not always fall under product liability and there is little specific case 
law. Almost all cases, if they are brought against the vendors, are solved outside the courts.  

Software is immaterial, other than conventional products. This implies a limited enforceability 
of national liability regulations, which are based on conventional products. In many economic 
systems a culture of impunity is manifest for software. A major challenge to assigning liability 
to vendors is the interdependence of today’s IT systems.  iven the complexity of these 
systems, software behaviour cannot be readily predicted. As a result, imperfections of the 
software cannot be fully foreseen, avoided, or assigned as a reason for malfunction. 
Additionally, in case of an incident it is difficult to attribute damages to the software and to 
quantify actual losses. Causation requires potentially remarkable efforts. Software liability in 
particular can cause significant obstacles to open and free software distribution. And it raises 
market entry barriers to innovative competitors.  

Balancing many stakeholders’ interests therefore requires careful policy. We suggest limited 
liability as an option. Software vendors, then, may have upper and lower liability thresholds. 
They may have incentives to certify their organisation and products according to recognised 
and reasonable criteria. Or, they may provide patches to users immediately after vulnerability 
reporting. A stepwise transition to stricter liability regime could be based on potential harm or 
criticality of product types. Intermediaries like ISPs are potential other parties subject to a 
tighter liability regime. Internationally harmonised legislation and regulation of liability might 
be the main driver for due enforceability. 

 

7.2 Keywords 

Software liability, limited liability, free software, economics, information society, economic 
obstacles, security, incentive-compatible regime, market failure, allocation theory, 
interdependence, social optimum, externalities, impunity, inhomogeneous legislation, EU 
internal market, policy options, unpredictability, patching, certification, regulators, software 
vendors, intermediaries, consumers. 
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7.3 Status Quo 

The software industry has managed to operate in a favourable position. It has established a 
culture of impunity by disclaiming all liability for losses generated from software malfunction 
or failure. This stands in stark contrast to the principle that liability is best assigned to the 
parties who are in a position to fix problems so that they have incentives to do so. Because 
software is decisive in the information society this misallocation generates substantial social 
cost. In other words, the liability regime shapes the quality of software that we get. 

To understand how this culture of impunity emerged and is further maintained, it is important 
to evaluate what distinguishes software from other goods. First, the immaterial nature of 
software has facilitated to disclaim product liability beyond the narrow scope of warranty for 
the material part, i.e., the data medium. Second, software systems reach unprecedented 
complexity. This implies that the behaviour of software cannot readily be determined from 
scrutinizing its design. Third, many software products are highly interdependent. 
Interdependence refers to the fact that the behaviour of a software product also depends on 
the interaction with other software products or input from the user. For example, an 
application might be secure on one operating system, but fail in combination with another 
version of the same operating system, another set of drivers loaded at runtime, or a different 
execution environment, such as a virtual machine. Forth, software has the properties of 
information goods that can be reproduced at zero marginal cost. In the absence of market 
frictions, the price of commodity software drops to zero. The existence of free software 
developed by a community of volunteers and released with open source code is an example 
for this economic rationale. Comprehensive software liability would raise the marginal cost of 
software products to the risk premium of potential liability charges. Fifth, software markets 
exhibit a strong dominance of few vendors. Such market structures limit the bargaining power 
of users. Even if liability is contractible in principle, vendors of standard software choose take-
it-or-leave-it terms disclaiming all liability. Only highly specialized or customized software are 
exempt from this rule. 

Liability can be approached from three major legal theories: Contract, tort and statutory. In 
most EU member states, statutory provisions will provide the framework for contract and 
tort. As the name implies, in contract, the seller and buyer conclude a contract and that 
becomes the basis for dispute resolution in case of software malfunctions. An End User 
License Agreement (EULA) is part of or constitutes the contract that a software vendor makes 
a user sign before using the product. In tort, typically either the strict product liability or 
negligence is used as a basis for a case. In negligence, the plaintiff has to prove duty, breach, 
causation and damage. In strict product liability cases, the need to prove breach is eliminated. 
However, only personal injury or damage to property is compensable under the strict product 
liability. Courts generally rule that economics damage should be contracted for. In addition, 
legislature can pass a statutory provision for software liability. They can then specify what the 
responsibilities of various parties are and the penalty in case the rules are not upheld. 
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However, software is not always regarded as a product under product liability rules. 
Notwithstanding the culture of impunity, from a general legal perspective, software 
companies can be held liable under civil and criminal law (contract and tort) for any 
malfunction of security and/or efficacy of their products, e.g., for death caused by a hospital 
software malfunction. However, it has to be noted that literally all software liability cases are 
being solved outside the courts. This is due to the burden of proof described above, but also 
due to the fact that vendors often disclaim liability by means of contractual agreements (cf. 
discussion on EULA above), or the outcome of such liability claims cannot be predicted. 

There is not much case law about third party software liability in civil cases that can be used 
as general landmark decisions. Nonetheless, it can be stated that in case of a security breach, 
it will almost always be problematic to directly blame and assign liability. If the cause of the 
security breach cannot be clearly identified (meaning that the fault-based approach is not 
tenable), an attorney’s view will likely be to sue all involved parties or the economically most 
powerful party, especially if it is unclear which of multiple components was vulnerable. 

7.4 Obstacles Preventing more Incentive-Compatible Regimes 

One of the biggest challenges in establishing a tighter software liability regime is the difficulty 
of establishing causation. High interdependence limits the usefulness of analysing software 
components in isolation. Thus after any incident, it is not easy to attribute the cause of a loss 
to a particular piece of code originating from a specific vendor. Other reasons for damages 
can be inappropriate installation or configuration by the operator, or the specifics of the 
operational environment. In some instances this exercise can be costly enough to deter any 
possibility of lawsuit. This creates a dilemma for any liability regime: either it lacks 
enforceability if the root cause of losses is hard to determine, or vendors have to restrict 
interoperability if superficial investigation bear the risk of false attribution. 

The second challenge is to quantify the losses. Security-related damages are not only 
intangible, but also spread over a long period of time. In both instances, assigning an 
economic value to these damages can be highly challenging. More importantly, even if 
economics damages can be quantified, they are usually not compensated in liability cases, 
especially under strict product liability 

The question of software liability stands in a complex relationship with the market structure 
on software markets. Two aspects are relevant. First, many software markets exhibit 
homogeneous code bases, maintained by a few dominant vendors, which increases the risk of 
correlated or cascaded failures, potentially leading to very large aggregate claims from many 
users, unlike in the conventional product market. This could exhaust even large vendors’ 
financial resources in a strict liability regime and again lead to a socialisation of losses. This 
lock-in in the current market structure and code base is a substantial obstacle to any sudden 
policy change on software liability. The second obstacle with regard to market structure 
addresses the concern that a stricter liability regime may in fact serve as market entry barrier 
to innovative competitors, thus directing rents to established players and slowing down 
innovation in a field that has been a substantial driver for growth over the past decades. This 
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is particularly important for a fast moving technology markets where software usually plays a 
dominant role.  

Another significant challenge to instituting liability regime is the growth of free software 
economic systems. By definition, free software vendors (so called distributors) do not have an 
ability to economically compensate their customers. Thus any liability regime would need to 
make provisions for free software vendors. Otherwise, free software products cannot stay in 
the market. Since free software products have become large players in some markets and are 
generally held as a model for software development and innovation compared to proprietary 
(or closed source) products, any regulatory changes in liability regime would have significant 
stifling consequences for these products. 

A challenge for software regulations is that has to be an international effort. No one country 
(especially if it has small market size) can pass tough regulations by itself. It would allow the 
vendors to bypass that country instead of making serious investments in improving security.  

 

7.5 Realistic Policy Options  

The above discussion has shown that the status quo is unsatisfactory but finding the right 
balance between the conflicting interests is not easy. Here we outline some compromises that 
seem more feasible than a regime shift to strict software liability.  

One option is to impose stricter general liability and then limit the amount of liability, both 
from below to keep the legal system free of trifles6 and from above to make vendors’ financial 
risks more predictable. One can distinguish between an upper threshold per product sold or 
per unique flaw. The former is less attractive for mass markets whereas the latter complicates 
litigation in defining the uniqueness of flaws and raises new questions on the distribution of 
compensation payments among all affected users. To avoid market-entry barriers, upper 
thresholds should not be fixed but depend on certain parameters of the vendor, such as size, 
sales, retail price, or market share. However, limited liability is not a panacea and has to be 
designed carefully to avoid evasion by contractual terms. For example, under the current 
regime, vendors are often found to force customers into additional support and maintenance 
agreements upon each license purchase in order to limit the factual liability arising from the 
EULA and to fulfil its warranty obligations. Depending on the jurisdiction, such a liability cap 
may be the contractual value of the licensing. Note that such liability caps are sometimes held 
to be null and void. For instance, courts have held that a software company's stipulation that 
customers could not take action against it for the poor performance of its software was unfair 
and could not be enforced. 

Aside from limiting the amount of liability, one can also adjust its scope. For example, liability 
could be waived for software which has either been certified after thorough inspection by a 

                                                        
6 For example, the EC Product Liability Directive includes a lower threshold of 500 Euros. 



 

 

59 
Economics of Security: Facing the Challenges 

 The Working Group Contributions 

trusted party, or been developed in a secure environment following a certified design process. 
There are already many such efforts underway, and bringing them under one umbrella can 
prove a fruitful policy option. Liability can also be limited if the vendor has provided a patch 
for a problem (and hence the responsibility for implementing the patch is with the users). 
Patch uptake is often reported to be slow because it involves testing and opportunity costs. So 
another way to impose limited liability is let vendors pay for the patching cost (up to a limit) 
but refrain from imposing loss liability. Conversely, extensive liability might apply for 
particularly sensitive software components, such as operating systems, hardware drivers, and 
security software. To ensure a smooth adjustment to any new liability regime, grandfathering 
clauses can be devised to exempt legacy systems from stricter liability temporarily. 

Another way to smoothen the transition is to tighten the liability regime stepwise by starting 
in sectors where bad software can do most harm (e.g., healthcare, energy, finance) and 
gradually rolling out the regime to other sectors. Similarly, one could start by product classes 
(e.g., security software, network equipment first) with a clear timeline how this list will be 
amended. This helps vendors to plan ahead and anchors their expectations. Of course drawing 
the line will be tricky in each case and prone to lobbying attempts. 

A broader application of the principle that liability should be assigned to the party in the best 
position to prevent losses might identify other parties in a network ecosystem than the 
developer (i.e., vendor) or end user. For example, when insecurity results from the interaction 
between multiple parties, for example in the case of malware distribution, it might be efficient 
to assign limited liability to an intermediary. This can be for instance a service provider who 
can benefit from economics of scale in threat monitoring and aggregate usage pattern in 
order to identify threats and to actively prevent further propagation. Any regulation in this 
direction has to be carefully drafted to set the right incentives while respecting data 
protection and avoiding excessive price rises or service rationing. Both are more likely for less 
competitive services. 

The limitations of national legislation in an international software ecosystem call for 
international coordination at least on the level of the EU. As large parts of the software 
industry are based in developed countries outside the EU, an OECD initiative to create 
guidelines for its member governments might facilitate a global approach towards clearer, 
and potentially stricter, software liability. A clear and coordinated signal to software vendors 
allows them to adjust their strategies, minimised misallocation of resources due to 
uncertainty and loopholes between jurisdictions, and frees resources for further innovation. 

 

7.6 Conclusion 

The approach taken on software liability crucially shapes the software ecosystem that runs 
our information society. After decades of factual impunity and legal uncertainty spurring 
innovation and productivity growth, society’s dependence on its information infrastructure 
has grown to a point where it is time to rethink the balance between opportunity and 
responsibility. As several substantial obstacles impede finding and enforcing the right policy 
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for an economically efficient software liability regime, a gradual approach towards tighter 
software liability appears most realistic.  
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7.7 Stakeholders: 

European institutions, national authorities, national security institutions, sector regulators, 
Non-Governmental Organisations and Law Enforcement Agencies are stakeholders regarding 
policies, legislation, regulatory and law-enforcement. 

Individual and consumer organisations and professional associations are stakeholders with 
respect to the use of software. 

IT developers, vendors and IT operators together with IT audit organisations and Research 
Institutions/Universities are stakeholders regarding development, distribution, operation and 
audit of software. 

7.8 Implication to EU policies and directives: 

European Commission (2006): Defining the Commission’s global policy on the fight against 
cyber crime. This report has implications in specific to problem 

 Area 7: Unclear system of responsibilities and liabilities for the security of applications 

as well as for computer soft- and hardware 

7.9 Terminology 

Term Explanation 

(IT) Security All aspects relating to defining, achieving and maintaining data 
confidentiality, integrity, availability, accountability, authenticity and 
reliability. Source: ENISA – Glossary of Terms 

Liability From a legal perspective a person or company is said to be liable when 
they are financially and legally responsible for something. Manufacturer's 
liability is a legal concept in most countries that reflects the fact that 
producers have a responsibility not to sell a defective product. However, 
product liability does not always cover software and all damages caused by 
defective software (e. g. it is disputed whether software falls under the 
categories of product liability). 

Software Software is a set of programs, procedures, algorithms and its 
documentation. Program software performs the function of the program it 
implements, either by directly providing instructions to the computer 
hardware or by serving as input to another piece of software. Source: 
en.wikipedia.org 
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7.10 Short annotated bibliography on further reading 

 August, T. & Tunca, T. I. (2011): Who Should be Responsible for Software Security? A 

Comparative Analysis of Liability Policies in Network Environments. In: Workshop on the 

Economics of Information Security (WEIS), Fairfax, VA [The authors differentiate between 

loss liability and limited liability in the sense of covering the cost of patching. A third 

option in their model is mandatory security standards. They study both short-term and 

longer-term effects on software quality. The conclusions depend on the exposure to 

attacks against unpatched systems and loss liability is never optimal in their model. The 

paper also includes a literature review of alternative economic analysis with a focus on 

patch provisioning.] 

 Anderson, R., Böhme, R., Clayton, R. & Moore, T. (2008): Security Economics and the 

Internal Market. Study commissioned by ENISA. [The authors acknowledge that a sudden 

regime shift on software liability is unrealistic. Instead they discuss two forms of limited 

liability: secure defaults with free and unbundled patches, and intermediary liability 

targeted at ISPs to intercept malware propagation. The report contains no formal model 

or analysis of the proposed policies.] 

 Kim, B. C., Chen, P.-Y. & Mukhopadhyay, T. (2011): The Effect of Liability and Patch Release 

on Software Security: The Monopoly Case. Production and Operations Management 20 

(4): 603-617. [An economic analysis investigating the effect of full and limited software 

liability on a monopolistic vendors’ decision to on security quality. Their model suggests 

that the effectiveness of the liability regime depends on the dispersion of the loss 

distribution.] 

 Two opposing views on software liability in the special case of security software were 

published in the January/February 2003 issue of IEEE Security & Privacy Magazine (volume 

2). 

 High Court of Justice Queen's Bench Division Technology and Construction Court [2010] 

EWHC 965 (TCC) Case No: HT-08-111 Kingsway / Red Sky 



 

 

63 
Economics of Security: Facing the Challenges 

 The Working Group Contributions 

8 Return on Security Investment 

By Jeremy Ward - HP Enterprise Security Services 

8.1 Abstract 

This paper examines the background, history and limitations of the Return on Security 
Investment (ROSI) concept. It considers the way that ROSI has been used by governments and 
by other organisations. It concludes that the concept is not one that is significant to the EU 
regulatory framework. It identifies 11 significant actions in connection with a ROSI 
implementation and the principal stakeholders associated with those actions. Finally it 
suggests 6 issues which require further work. 

8.2 Keywords 

Annual Loss Expectancy. Asset. Business Risk. Event. Impact Analysis. Incident. Information 
Security. Quantification. Risk. Risk Assessment. Risk Controls. Security. Threat. Vulnerability.  

8.3 Executive summary 

Return on Security Investment (ROSI) is a concept that links spending on information security 
controls to the management or mitigation of risk in order to demonstrate a quantifiable 
financial benefit to the organisation. Techniques for the calculation of ROSI have been in 
existence for more than 10 years. Despite this, their use has not been extensive in either 
government or industry within the EU. ROSI techniques, however, are in use by both the USA 
and Australian governments. 

Major issues that have limited the take-up of ROSI techniques have been: 

 Their association with the security vendor community, as a way of justifying security 
spending. 

 The difficulty of estimating the cost of security controls. 

 The difficulty of estimating their effectiveness. 

 Lack of good data on the frequency and impact of security incidents. 

 The lack of a universally recognised, practical standard for ROSI. 
 

The implementation of a ROSI analysis requires the organisation to carry out 11 essential 
actions, as follows: 

A. Identification of relevant security controls. 
B. Quantification of costs of relevant security controls. 
C. Determination of business asset value at risk. 
D. Identification of security incidents having the potential to impact business asset value. 
E. Quantification of frequency of security incidents potentially impacting asset value. 
F. Quantification of potential extent of impact of security incidents on asset value. 
G. Quantification of effectiveness of identified security controls. 
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H. Calculation of ROSI based on the four quantified values above. 
I. Identification and prioritisation of improvement areas for security controls. 
J. Planning for improvements, based on prioritisation. 
K. Implementation of improvements. 

 

Involvement in carrying out and being consulted and informed on these actions is widespread 
across the organisational structure; with stakeholders in disparate areas. As such, the 
adoption of a ROSI analysis would serve to improve understanding of information security risk 
management throughout an organisation, as well as ensuring the adoption of cost-effective 
security controls.  

It is suggested that the EU may wish to consider the example of the US government in the 
adoption of ROSI techniques in government agencies. This could be accompanied by the 
production of a simple, practical ROSI standard that would encourage more widespread take-
up of this useful technique. 

8.4 Summary of existing works 

8.4.1 Background and history  

Unlike most business investment, investment in information security controls does not give 
easily quantifiable improvements in revenue or operating efficiency. The concept of Return on 
Investment (ROI) is therefore of little use when seeking to establish a business case for 
information security spending. To justify such spending therefore, organisations may seek to 
link it to the mitigation or management of risk; and thus the potential to reduce harmful 
impact on an organisation’s business. This concept is known as  eturn on Security Investment 
(ROSI). 

The ROSI concept may be expressed as an equation that can occur in a number of forms, the 
simplest of which is: 

ROSI =( (Cost of Risk Exposure x % of Risk Mitigated)-Cost of Controls)/Cost of Controls  

(equation adapted from Sonnenreich, 20061).   

Research in the software development community has found that there is a 21% return on 
security investment at the software design phase, a 15% return at the implementation stage 
and a 12% return at the testing stage (Berinato, 20022). This research gives quantitative 
support to the value of building security in at an early stage of any project. 

ROSI emerged as a topic of interest more than ten years ago.  An early reference to ROSI 
(Korofsky 20013) is in work on the subject by a digital security company (@stake – 
subsequently bought by Symantec). From this, it may be concluded that the concept of ROSI 
(as distinct from ROI) was first initiated by the IT security vendor community as a mechanism 
to help businesses build a case for spending on information security technology and services. 
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By 2004 the ROSI concept had attained enough momentum for it to be adopted by the 
Australian government (Lockstep Consulting, 20044) and incorporated into the US government 
requirements under the Federal Information Security Management Act (FISMA) (see NIST-SP-
800-65, 20055). In 2005 ROSI was of sufficient interest to major corporations to be the subject 
of a report by the Information Security Forum (Information Security Forum, 20056).  

Over the past five years interest in ROSI has been steady and the concept may be spreading in 
emerging markets (Marcos 20097). A number of security vendors and other organisations have 
developed and marketed tools that aim to assist businesses with the calculation of ROSI; for 
example: the tool attached to the Australian government report (Lockstep Consulting 20044) 
and a free ROSI calculator offered by the Information Security and Business Continuity 
Academy in 20118. 

8.4.2 Limitations 

Major drawbacks to  understanding and use of ROSI have been confusion over its scope and 
the fact that it can be seen as a “vendor driven” attempt to promote the sale of security 
products. Although primarily used to denote information security investment, ROSI can also 
be applied to investment in physical security, for example in building management systems 
(Dimmick 20119), which further confuses the issue. 

However, the greatest limitation on the use of ROSI is the difficulty organisations have in 
collecting the material needed to calculate a value for it.  In its simplest expression, ROSI can 
be determined as the difference between the annual loss to be expected as a result of the 
impact of security failures and the annual expenditure on security controls. However, even 
this simple statement raises two fundamental problems. First, how organisations are able to 
calculate annual loss expectancy  (ALE). Second, the difficulty of collecting data on the cost of 
security controls. This, although apparently simpler, in practice is not easy for most 
organisations; since costs contain elements of technology, people and process that are 
divided between disparate parts of the organisation. 

In calculating ALE, organisations are faced with the decision whether to include both direct 
and indirect, financial and non-financial elements.  Non-financial, indirect elements may 
include reputation , customer satisfaction, employee effectiveness and  compliance 
(Information Security Forum, 20056). Direct elements may include revenue and earnings, 
management and operating costs (Information Security Forum, 20056).  All these elements 
can appear as either losses or gains in the risk equation. Not all elements will be applicable to 
every type of organisation; governments for example will be little affected by revenue 
concerns, since they are effectively monopoly suppliers (Lockstep Consulting, 20044). As will 
be appreciated, losses and gains in some elements are more difficult to calculate than in 
others (reputation for example, as opposed to revenue). 

Perhaps the major issue faced by organisations wishing to calculate ALE is the selection of a 
workable and appropriate means of assessing the cost of security events and incidents. Most 
organisations lack appropriate metrics that enable them to calculate the frequency of 
occurrence of these, or their cost (Sonnenreich, 20061 – and personal observation).  In the 
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absence of such data, assessments have to be made on the basis of estimates of frequency 
and cost impact. This requires the adoption of an appropriate risk assessment methodology 
and the expertise to use it.  

In assessing the cost of controls, most ROSI models take account only of those that are 
technological.  This simplifies the issue, but does not necessarily make the calculation easy. 
For example, the cost should take account of any potential loss of productivity that will arise 
from the implementation of the control (Sonnenreich, 20061). However, some models have 
attempted to quantify the cost of broader information security management systems control, 
such as those in ISO 27002 (Ward, 200710). 

 

8.5 Areas of applicability 

8.5.1 Governments 

As has already been mentioned, ROSI has been adopted by the Australian government 
(Lockstep Consulting, 20044) and by the US Federal government (NIST-SP-800-65, 20055). The 
Australian use of ROSI is not mandatory, and is intended to assist government agency IT 
managers to evaluate and quantify the potential security return from investing in (specifically) 
perimeter security controls. The control guideline is accompanied by a spreadsheet that 
enables the evaluation to be carried out practically. The spreadsheet tool is especially 
interesting, as it uses freeware “Monte Carlo” simulation software in order to calculate 
returns that result from a spread of the number and severity of incidents. This gives a more 
realistic calculation than that which would be achieved by using simple “one off” values for 
number and severity. The Australian  guidance document would be relatively simple to use, 
and could be adapted to commercial organisations. The extent of take-up of this methodology 
by Australian government agencies is unknown.  

The US Federal Information Security Management Act of 2002 charged Federal government 
agencies with the need to combine information security with capital planning and investment 
control.  As a result, the National Institutes of Standards and Technology (NIST) of the US 
Department of Commerce, produced a special publication (SP 800-65) that introduced 
common criteria for ensuring cost-effective implementation of information security controls. 
Arising from this was a requirement for agencies to use these criteria  annually in order to 
self-assess the cost effectiveness of controls implemented.  SP 800-65 sets out a series of 
processes that are intended to enable Federal agencies to prioritise their security control 
actions on the basis of a gap analysis of their current against target effectiveness, the cost of 
taking corrective action and the impact of that action on the security of the systems to which 
it is applied.  SP 800-65 is a highly detailed standard that would require significant resources 
to implement and is unlikely to be of value to any but the largest commercial organisations. 
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8.5.2 Commercial and other organisations 

The Information Systems Audit and Control Association (ISACA) has produced an IT audit and 
assurance guideline for ROSI (ISACA, 201011). The purpose of this guideline is to assist IT 
auditors in commercial organisations to review returns on security investments.  There is little 
published evidence of commercial organisations applying ROSI. However, the Intel 
Corporation has produced a White Paper based on its own experience (Rosenquist, 200712). 
From personal experience, it is probable that ROSI is used to some extent in large 
corporations (especially those that are members of the ISF) but that its take-up has not been 
general because of the limitations described above. There is no evidence that ROSI is used to 
any great extent in not-for-profit organisations or in the academic sector.  

8.5.3 EU regulatory framework 

Below is a summary of the relevance of ROSI to the EU regulatory framework: 

o The ENISA Founding  egulation: Article 16: “The promotion and development of 
best practices for risk assessment and for interoperable risk management solutions 
within public and private sector organisations”. 

o Proposal for a Regulation of the European Parliament and of the Council concerning 
the European Network and Information Security Agency (ENISA): Section 1.5: 
“identify economic and regulatory incentives for security and resilience”. 

o The Digital Agenda for Europe: Section 2.3: Trust and Security: no mention of cost-
effective security measures. 

o Information from the thematic portal on Critical Information Infrastructure 
Protection, CIIP. 
No mention of security cost-effectiveness. 

The EU Internal Security Strategy in Action: Five steps towards a more secure 
Europe, COM (2010) 673 final. No mention of security cost-effectiveness. 

o Draft Internal Security Strategy for the European Union: "Towards a European 
Security Model". No mention of security cost-effectiveness. 

o Single Market Act, Twelve levers to boost growth and strengthen confidence, 
COM(2011) 206 final. No mention of security cost-effectiveness. 

8.6 Involved stakeholders - organisational  

In times of increased economic stringency it is self-evidently important for organisations, in 
the public or private sector, to take account of the cost of ownership and improvement of 
their assets – including those connected with the management of their information security 
risk. Furthermore, as organisations have grown more reliant on IT systems connected through 
the Internet, reactive, tactical and technical approaches to information security are no longer 
adequate;  information is central and is the primary target of attack. As a consequence there 
is now a requirement to adopt a risk-based approach.   As part of this it is necessary to involve 



 

 

68 Economics of Security: Facing the Challenges 

The Working Group Contributions 

stakeholders throughout the organisation in understanding and taking forward a more 
sophisticated cost/risk analysis, such as that provided by ROSI. 

The essential actions required for a ROSI analysis can be summarised as: 

A. Identification of relevant security controls. 
B. Quantification of costs of relevant security controls. 
C. Determination of business asset value at risk. 
D. Identification of security incidents having the potential to impact business asset value. 
E. Quantification of frequency of security incidents potentially impacting asset value. 
F. Quantification of potential extent of impact of security incidents on asset value. 
G. Quantification of effectiveness of identified security controls. 
H. Calculation of ROSI based on the four quantified values above. 

 

Following the calculation of ROSI, further actions should be undertaken to deliver value to the 
organisation: 

I. Identification and prioritisation of improvement areas for security controls. 
J. Planning for improvements, based on prioritisation. 
K. Implementation of improvements. 

 

Table 1 indicates, at a high level, the stakeholders likely to be involved in carrying out the 
actions listed above. The matrix indicates if the relevant stakeholder is responsible for 
carrying out the action (R), accountable for the action (A), should be consulted (C), or merely 
informed (I). A dash is used to indicate where the stakeholder has no involvement.  Where 
consultation is shared, the subjust of consultation is indicated in the appropriate box. The 
table illustrates that ROSI has widespread ramifications throughout an organisation, and is 
thus a useful vehicle for promoting the understanding of information security risk 
management. 
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Table 1: RACI Matrix for ROSI Organisational Stakeholders 

8.7 Involved stakeholders – potential further actions 

More widely,  stakeholder groups have a potential interest in driving the adoption and use of 
ROSI throughout the EU. It is suggested that this could be achieved through the 
implementation of a number of actions: 

 Definition of metrics associated with ROSI 

 Definition of a ROSI standard 

 Adoption of a ROSI standard by government agencies 

 Implementation of ROSI certification for government suppliers 

 Wider adoption of ROSI techniques by regulated private enterprise organisations. 
 

Each of these factors is considered in table 2, which shows a RACI matrix for concerned 
stakeholders; these are defined in the appendix to this paper. 
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8.8 Conclusion 

ROSI is a concept which should have widespread applicability and use, particularly in times of 
greater economic stringency. In addition, the use of ROSI by large organisations would lead to 
improved understanding of information security risk management throughout the 
organisation and would be conducive to a more holistic and strategic approach to information 
security. However, the difficulties of scoping and gathering data on the cost of security 
controls and on the frequency and impact of security incidents have been significant barriers 
to the uptake of ROSI.  

 

As suggested in table 2, it is worthwhile considering if the EU should introduce the use of ROSI 
within government agencies (as has been done in the USA). It is possible that, in doing so, it 
could also introduce a standard, practical version of ROSI that could be widely deployed in 
both government and industry. This might also have the added effect of improving the 
quantity and quality of data concerning the quantifiable measures required by the ROSI 
analysis. 

8.9 Open issues 

The following issues require further examination: 

1. What is the take-up of ROSI within public and private organisations within the EU? 
2. What are the most significant barriers to the take-up of ROSI? 
3. What measures should be taken to overcome those barriers? 
4. Can a practical ROSI implementation standard be introduced within the EU? 
5. If so, who should produce it and how likely is it to be accepted? 
6. Should ROSI be required within EU government agencies? 
7. Should ROSI (or a cost/risk analysis) be required for all new EU information security 

initiatives? 
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9 Risk Management of IT-Security Business Processes 

By Mr. Eyal ADAR, White Cyber Knight Inc., Bnei-Brak, Israel and Mr. Ralf SCHNEIDER, TÜV 
Informationstechnik GmbH, Essen, Germany  

9.1 Executive Summary 

Reliable and secure performance of business processes depends on their implementation by 
people, procedures, and technical systems like IT (which are built by components). The 
business impact due to failure in availability or insecure operation by manipulated data or 
disclosure can be manifold. By this, the question comes up: what are the rules of 
interdependencies between business processes and implementing components and how to 
control related risks in real life? 

Business processes are the linking layer between business activities and the related 
information and communication technology (ICT) environment i.e. business processes are 
dependent on IT systems and their components like applications, information, servers or 
networking devices. Analysing IT and security risks with business processes perspectives will 
enable us to link the two worlds that use today a different language: the business world and 
the ICT world. This link is an important contributor to the economics of security as it will 
enable to provide transparency of risk posture to the business management, to receive their 
needs and priorities, and to enable support to informed decisions.  

This report describes the need and the concepts of Business Process Risk Management and 
provides examples of such methods. It outlines ways to integrate those aspects in the risk 
assessment activities, existing information security standards and best practices, and brings 
practical examples of methods for such assessment. 

9.2 Key Words 

Security, governance, risk, compliance, GRC, risk management, risk scenarios, critical risk, 
critical infrastructure, criticality level, resilience, robustness, economics, dependency, 
interdependency hierarchy, cloud, EU, European institutions, national authorities, national 
security institutions, sector regulators, policies, legislation, regulatory and law-enforcement, 
business process, smaller business (SMB), business performance, business support, IT 
systems, IT assets, applications, servers, databases, network devices, RiskMap, EESA, 
ISO/IEC 15408, ISO 27001/2/5, BSI-Standard 100-3, NIST 800-53. 

9.3 Status Quo 

In the following, we compare the principle, that risks should be taken care by the party in best 
position to mitigate threats, with the actual situation. In the ideal world, every business knows 
its risks and does effectively counter risks to an acceptable, i.e. efficient level. In other words: 
risk management is a means to economically counter obstacles preventing achievement of 
business objectives. For that all critical risk scenarios have to be known to and ruled by the 
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business management. Risks, resulting from the use of IT due to security failures, need to be 
covered as well.  

Large business organisations are used to have a business risk management in place. But 
interdependencies with the IT risks are often outside the focus of established management 
systems and their players. This decoupling is risky by itself, especially if security matters, like 
in many cases. Even more difficult the situation is for the vast majority of smaller business 
(SMB) organisations not having any risk management in place. Consequences may be the loss 
of business performance, e.g. by disturbance of system availability or the loss of market 
acceptance, e.g. by data privacy issues. Theft of internal business secrets like business plans or 
construction details may result in loss of a unique selling proposition etc. To an end, the risk 
here is not only to miss the business objectives or even purpose, but to generate unwanted 
externalities with social costs. 

The reason for the lack of risk awareness and handling by business organisations can be found 
in the characteristics of IT compared to common technologies. The IT is a relatively young 
technology; its knowledge is highly specialised and not common to all senior people, 
especially at management level. Changes in the IT are typically much faster than common 
technologies, which may interfere with the habit and culture of people, who are primarily 
used to common technologies. Finally, business organisations ask for quick time-to-market 
rather to question the business support by IT and its security. On the other hand, security 
people speak a different language that only they understand, and it doesn’t translate to 
business aspects easily. All this takes place in a situation, where business is increasingly 
vulnerable to cyber attacks because of its growing dependency on the IT and the ‘cyber 
space’. In addition, business is facing a permanent raise of attack potential by raise of 
frequency and sophistication. 

9.4 Obstacles Preventing Business-Centric Approach to Cyber Risks 
Management 

Organisational issues 

Even if all critical business risks are known, the bridge to the IT security risks is a Fata 
Morgana, because those people dealing with business risks are typically having a non-IT 
education and therefore are blind to the IT implied security risks. Furthermore, the 
Governance, Risk and Compliance (GRC) team is normally associated to different business 
divisions than the IT is. Vice versa, members of the IT team are not having the background nor 
having the information on the real business world, which they are supposed to professionally 
support. So a chain of cause to business impact is difficult to be derived. Aside the different 
perspectives, involved people have different ways of thinking and behaviour. All together one 
is facing a combination of organisational, educational, sociological and even psychological and 
cultural issues to risk management. 

A second obstacle is the limited transparency of organisational processes and procedures. 
Organisations may even not have documented their business processes, which would be a 
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must for a reasonable risk management. But this is true also for the IT side, which is 
sometimes careless in documentation. So organisational information asymmetry counters risk 
control. At the same time, business organisations deal with high complexity, pre-maturity, 
distribution and de-allocation of organisations, their processes and technologies. Enormous 
potential for weaknesses results from this. Sometimes, organisations don’t want a high 
transparency of their risks, because known risks may hinder technology and market 
innovations, which is also a cultural and psychological issue. If the business organisation 
together with the GRC team, the process or quality team and the IT and security team are 
asked to interact efficiently, then communication is critical to success. This is a clash with the 
combined issues above. 

The situation is similar for an internal or external audit team. It does need to have a 
multidisciplinary background, so that it is capable of all the challenges such that it can deliver 
quality and value to the organisation. At the same time, a high dependency results from the 
applied methods, see below. 

Technology driven issues 

Complexity of today IT products and IT systems together with shortest time-to-market 
requirement is a source for functional and security flaws, resulting in a multitude of 
weaknesses to users and threats. Aside force-majeure, human negligence or limited capability 
of used technology, a malicious attacker may intentionally abuse these weaknesses to his 
profit or malicious aim. But as it is always with innovative and complex things, every weakness 
or threat scenario cannot be foreseen and prevented by design. Even analytic measures of an 
organisation will be limited in effect, especially if they shall be efficient and time-to-market 
compatible at the same time. 

One indicator for complexity is the interdependency. Software systems may rely on their 
applications, the underlying operating system together with used hardware, its resources and 
mediated services. Core components have to implement the generic security objectives 
integrity, confidentiality and availability. But again, these components do rely on each other. 
Certain security specific criteria may be used to confirm the required security level on 
components level, like the “Common Criteria” for security evaluations, ISO/IEC 15408. But 
very often, the actual evaluation result is limited to sub-subsets of the used systems. And if 
the story is not complex enough, the assembly of many components to a system and further 
systems to networks and networks to the “web” or “cloud” will even exponentially raise the 
complexity. There is by today not a single entity capable of knowing all potential weaknesses 
and vulnerabilities to threats. And for sure, no one is having a cure for all of them by effective 
countermeasures, not to say efficient.  

Another limit of IT product evaluations is the “assumed” operational environment, which is in 
fact not known to the developer. In other words, one has to include the operational 
environment into risk considerations, where physical infrastructure, organisation and people 
are the players, bringing in additional threats to be countered.  
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Automated means supporting such complex risk analyses are existing manifold. But most 
approaches are limited to the IT and its narrow environment. They are not taking into 
consideration the type of organisation that the IT systems serve and the specific business 
activities. Thus the results of the assessments can provide only limited view of the real risks to 
the business that can be driven from the IT environments. 

9.4.1 Methodical issues 

Much work was achieved in setting IT security risk assessment methods and best practices, 
such as ISO/IEC 2 005,  erman ‘BSI-Standard 100-3’ or ‘NIST 800-53’ from the USA that brings 
a strong driver of robustness, driven by identification of vulnerabilities, risks, and their 
treatment, as a proactive activity. And ‘Octave’, that is focused on attack scenarios. Also, risk 
assessment ‘ISA 99’, which is looking at industry control systems or ‘Process FMEA’ and 
variants, mainly set in the automotive industry.  

But all are limited to some extent: Either, there is a more managerial approach, like by 
ISO/IEC 27005, and less based on technical details of the IT. Or the method is not directly 
addressing the IT, like FMEA. So the bridge between the business and the IT security, the 
causation between IT security flaws and incidents to business impacts, is not thoroughly 
supported. 

9.4.2 Policy issues 

The large number of statutory requirements, applicable to organisations, further raises 
complexity of the organisation and lowers its productivity. Legal compliance is becoming 
sophisticated, requiring inevitable resources for control and implementation. And in practice, 
it is limiting the business attention, also in regards to risk management. As an outcome, 
typical financial risks are ranking higher than IT security risks – the latter may even not be 
addressed by the top management. 

Although risk management is an indispensable mean for business success, still it is typically 
applied only by huge organisations. A vast majority of SMBs deals with its risks by instinct. 
With all in-transparency consequences like to overlook risks, under-/overestimation of risks 
and necessary measures, liability issues for the organisation and its management. In addition, 
legislation is not harmonised and often risk management is required only for the minority of 
business organisations. As a consequence, externalities with social costs are to be expected, if 
a business organisation fails in its economic environment due to failure in risk management of 
IT security. 

Information on security flaws and imperfections of used IT and a cure to it, is only partly 
available or for high costs. This is another information asymmetry, countering the needed 
transparency for risk management. As well as, a consensus by all stakeholders on a reasonable 
and holistic risk management approach is not available, so far 

Finally, the only common incentive for a thorough risk management seems to be the potential 
relief from accusations by proof of a state-of-the-art business approach. Vice versa, in-
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homogeneity of internal legislation may allow organisations to bypass strict regulations of 
other countries, which limits enforceability e.g. of a liability regime. A homogenous and 
supporting incentive-compliant regime for a holistic risk management at business level 
covering specifics of the IT and its security seems to be a desirable future for the EU. 

9.5 Realistic Options  

As we have seen, there is enormous potential for weaknesses in today’s business. This is due 
to high complexity, pre-maturity, distribution and de-allocation of organisations, processes 
and technologies together with different people behaviour, culture and education. A lack of 
knowledge and information about the real world and limited availability of means, methods 
and tools make it not easier. 

9.5.1 Policy options 

To improve the real situation on mid-term, the EU should consider, either it is possible to 
issue policies, so that business organisations have incentive to establish and operate a holistic 
risk management in their organisation. These policies need to be in line with the EU objective 
of a coherent and liberal internal market. Course of action within such an incentives regime 
will allow growth of best solutions for a reasonable level of security and, at the same time, 
keep externalities small. Obstacles for competition should be limited to the inevitable. 
Additional punitive actions should focus on the small group of ‘non-conformists’ and, for sure, 
illegal activities.  

Possible regulatory options should consider allowing light risk management approaches, 
where reasonable. This could mean e.g. reduced efforts for documenting purposes. Also 
acceptance of organisational certifications might be a further help, to limit efforts and to raise 
utility of such certifications. 

Harmonised and alleviated legislation, at least throughout the internal market, would help 
organisations to efficiently handle legal requirements and compliance.  

9.5.2 Organisational options 

Multidisciplinary teams will be a key factor for holistic risk management in any organisation. 
These teams need ICT specialists and business managers, which may be challenging in the 
beginning. However, if a clear logic process will be built, especially those two worlds could be 
bridged. The teams need to be carefully selected. Selection should base on broad competence 
and qualification profiles, calling for expertise, soft skills and methodical competences in 
combination with well attitudes. Communication culture and transparency within the 
organisation should support exchange of knowledge to the extent that risks get obvious and 
can be treated. The same applies especially to internal and external audit teams. 

9.5.3 Methodical options 

The connecting elements between the organisational worlds are the core business processes 
within the organisation. A core business process serves a business area or specific business 
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activities within the organisation. It usually contains a number of sub-processes and being 
performed through a set of IT systems and their IT assets (or components) such as: 
applications, servers, databases or network devices. 

The IT assets are linked to the business process in hierarchy structure (see figure 1). By 
mapping the hierarchy and dependencies between each component and the business process, 
that it serves, it is possible to define the real importance of each component to the business, 
and what could be the real impact, in case of a security incident. It enables not only to ‘speak’ 
in technical language, but to measure the IT risks according to business areas that the IT 
components serve (such as: money transfer of e-banking in the financial sector, or billing in 
telecom, or energy distribution in smart grid). The principles of business process risk 
assessment are 

 Assets approach – identifying the dependencies between business process and IT 

assets  

 Assets hierarchy – finding the link between the assets themselves, and towards the 

business processes they serve  

 Assets criticality classification: identifying assets criticality level in security terms (CIA) 

 Assets impact type – which type of impact they could have on the organization 

(financial, legal, brand, productivity, safety) 

 Dependencies – measuring the aggregated criticality of each asset (to be explained) 
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 Figure 1: Core Business Processes Hierarchy: 
  

 

Once these principles are implemented, it is possible to use the regular risk management 
methods, such as ISO 27001/2/5, NIST 800-53, and to add the business aspect to their results. 
Here is an example of two methods that carryout the hierarchy and business approach, 
RiskMap (Risk-to-Mission Assessment Process) and EESA (End to End Security Assessment). 
The main approach of the two methods is similar. The differences are mainly in the 
calculations and areas where the methods were demonstrated. 

9.5.4 RiskMAP – The Risk-to-Mission Assessment Process 

The method is published in the article „A Sensitivity Analysis and an Extension to Treat 
Confidentiality Issues” in July 2009 (bibliography #5). The article deals with network risks to 
control systems in critical infrastructure. The initial purpose of the sensitivity analysis is to 
determine the range of conditions under which  iskMAP’s calculation of relative weights for 
Tasks, Assets and Nodes would behave as order-preserving operations. The need: A process 
for assessing PCS network risk and translating the results into terms meaningful to corporate-
level managers. The approach: Model key features of an organization, from the Business 
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(Mission) Objectives to the Operational Tasks and Information Assets needed to achieve 
them, down to the Network Nodes. 

Figure 2: RiskMap Hierarchy: 

 
Source: http://www.thei3p.org/docs/publications/riskmap-2009-02-09.pdf 

9.5.5 EESA – End to End Security Assessment Framework 

This method was published in the first CIP workshop in Frankfurt (bibliography #3). It was part 
of the analysis of the European Commission’s ACIP project that set the research roadmap for 
CIP Assessment methods, and published in the CEPS (Central for European Policy Studies) 
report on CIP (bibliography #1). The initial purpose is to add it as another layer to existing 
good-practices for IT and security risk management methods, in order to add a business 
centric approach that will be linked to the detailed technical addeddment. The need: Ability to 
create transparency of risk posture to business management in business terms. To get 
priorities and needs from the business managers and to enable business decision support. The 
approach: by identifying IT hierarchy of IT assets, and by classifying the assets according to 
their business role and business parameters, it is possible to classify the technical findings of 
the risk assessment in business terms. In addition, adding relevant parameters to the IT 
assessment enables better understanding of the risk, and as an outcome, better 
understanding of the organisation’s status and the corrective steps that should be taken. 
Aspects such as: type of impact (normal cause, cascading, escalating), remediation level of the 
potential incident and impact of the IT to the other Critical Infrastructure layers (the physical 
and organisational layer).  

http://www.thei3p.org/docs/publications/riskmap-2009-02-09.pdf
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Figure 3: EESA Framework: 

Source: CEPS CIIP TASK FORCE Report (bibliography #1)  

So far, the analytic measures above will be a trigger for decisions on risk treatment, i.e. the 
organisational, technical, personal and infrastructural measures. Whenever they are 
implemented, effectiveness of these measures is required. Audit trail will show gaps. And 
incidents report further weaknesses in the risk map. Helpful means to analyse the actual 
security of an IT network and of its services are also so called ‘penetration tests’, also called 
‘ethical hacking’. Based on known vulnerabilities, the security vitality of the IT network and its 
services can be rated. The output will be helpful recommendations for improvements. There 
are a few public and national schemes, allowing even certification. The value of such 
certifications needs to be carefully considered. 

9.5.6 Technical options 

Protection against technology immanent flaws and vulnerabilities can be improved by due 
organisational processes, e.g. requesting frequent patch uptake, application, platform and 
network hardening or continuous network monitoring. Procedural measures will have their 
limits. So the combination of these measures with dedicated technical measures should be 
opted. For example, use of regular network protective means could be extended to so called 
‘appliances’, which are said to promise to automatically keep ‘known vulnerabilities’ attacks 
outside the network. Care needs to be taken, if the promise is fulfilled. Third party reviews 
could be a means to get an independent opinion. 

Strict or limited liability regimes applicable to IT products and services could help to improve 
overall quality and security of the IT. A number of international and public evaluation and 
testing criteria are available in the national schemes. In some cases, like for ISO/IEC 15408, 
there are even international ‘mutual recognition arrangements’ which allow acceptance of 
evaluation results according Common Criteria in many national schemes. For further details 
see also the results of the WG-EOS group “Software Liability”. 
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To better overcome the ‘complexity’ issue, the development of means for more transparency 
of complex systems will help. Today, there are only a few, highly sophisticated methods, 
which raise insight into the ‘mechanics’ of complex systems. Economic theory is used to this 
problem. For further reading, see the results of WG-EOS “economics of resilience”. An 
example architecture is studied in the “C UTIAL” paper, see below. 

Whenever chosen IT components have a security label, i.e. if they are certified, then we have 
to bring them into the operational IT environment of the business organisation. Here, the 
organisational quality, risk , security and IT service management are called, to best fit to the 
organisational goals. To keep flaws and vulnerabilities low in the IT products and systems, 
strict development processes with requirements definition, control loops, quality assurance 
measures, thorough testing, effective configuration management and so on. A balanced 
approach between what is necessary and what is hindering, is needed. 

9.6 Stakeholders: 

European institutions, national authorities, national security institutions, sector regulators are 
stakeholders regarding policies, legislation, regulatory and law-enforcement. 

Individual and consumer organisations and professional associations are stakeholders with 
respect to organisational implications. 

IT developers, vendors and IT operators together with IT audit organisations are stakeholders 
regarding technology and methodology aspects of IT security risk management. 

9.7 Implication to EU policies and directives: 

European Commission (2006): Defining the Commission’s global policy on the fight against 
cyber crime. This report has implications in specific to problem 

 Area 3: A lack of a coherent EU-level policy and legislation for the fight against cyber 

crime 

 Area 5: Need to develop competence and technical tools (training and research) 

9.8 Terminology: 

Terminology Explanation 

(IT) Security All aspects relating to defining, achieving and maintaining data 
confidentiality, integrity, availability, accountability, authenticity and 
reliability. Source: ENISA - Glossary of Terms 

Dependency The state of relying on or being controlled by someone or something else.  
Source: http://www.websters-online-
dictionary.org/definitions/dependency  

Interdependency  A bidirectional relationship between two infrastructures through which 
the state of each infrastructure influences or is correlated to the state of 
the other. More generally, two infrastructures are interdependent when 

http://www.websters-online-dictionary.org/definitions/dependency
http://www.websters-online-dictionary.org/definitions/dependency


 

 

84 Economics of Security: Facing the Challenges 

The Working Group Contributions 

each is dependent on the other. Source: Critical Infrastructure 
Interdependencies (Annex #2)  

 

9.9 Short annotated bibliography on further reading: 

 “Protecting Critical Infrastructure in the EU”, Report, from the CIIP (Critical 
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Policy Studies), 2010 

 Critical Infrastructure Interdependencies. By Steven M. Rinaldi, James P. Peerenboom, 

and Terrence K. Kelly. IEEE Control Systems Magazine, 2001 

 End to End Security Assessment (EESA) for Critical Infrastructure Protection. E. Adar 

(iTcon, Tel Aviv) & H. Thielmann (SIT-FhG, Darmstadt) CRITICAL INFRASTRUCTURE 

PROTECTION (CIP). – STATUS AND PERSPECTIVES – From: Preprints of the First GI 

Workshop on CIP, Frankfurt a.M. 2003 Edited by Willi Stein, Bernhard Hämmerli, 

Hartmut Pohl, & Reinhard Posch 

 eTOM - The Business Process Framework For The Information and Communications 

Services Industry GB921. 

 Process Control, System Security, Technical Risk Assessment Methodology & 

Technical Implementation. Peter Kertzner, Jim Watters, Deborah Bodeau and Adam 

Hahn, The MITRE Corporation. March 27 

 Risk Assessment Method Based on Business Process-Oriented Asset Evaluation for 

Information System Security. Jung-Ho Eom, Seon-Ho Park, Young-Ju Han and Tai-

Myoung Chung. Lecture Notes in Computer Science Volume 1 / 1973 – Volume 6837 / 

2011. 

 CRUTIAL: The Blueprint of a Reference Critical Information Infrastructure 

architecture. Paulo Verissimo, Nuno Ferreira Neves, and Miguel Correia. Proceedings 

of the 1st International Workshop on Critical Information Infrastructures @ ISC’06, 

Samos - Greece, August 2006. 

 

http://www.ceps.eu/book/protecting-critical-infrastructure-eu
http://www.inf.h-bonn-rhein-sieg.de/informatikmedia/Downloads/Personen/pohl/Aufsaetze/CIP_Preprints_GI_03_Header1.pdf
http://www.tmforum.org/sdata/documents/TMFC678%20TMFC631%20GB921v2%5B1%5D.5.pdf
http://www.thei3p.org/docs/publications/ResearchReport13.pdf
http://www.thei3p.org/docs/publications/ResearchReport13.pdf
http://mnet.skku.ac.kr/data/2007data/ICCS2007/papers/4489/44891024.pdf
http://mnet.skku.ac.kr/data/2007data/ICCS2007/papers/4489/44891024.pdf
http://www.google.de/url?sa=t&source=web&cd=2&sqi=2&ved=0CCMQhgIwAQ&url=http%3A%2F%2Fciteseerx.ist.psu.edu%2Fviewdoc%2Fdownload%3Fdoi%3D10.1.1.78.8528%26rep%3Drep1%26type%3Dpdf&rct=j&q=CRUTICAL_reference-critical-information&ei=MmoxTubPLYyUOr6ZyOIL&usg=AFQ
http://www.google.de/url?sa=t&source=web&cd=2&sqi=2&ved=0CCMQhgIwAQ&url=http%3A%2F%2Fciteseerx.ist.psu.edu%2Fviewdoc%2Fdownload%3Fdoi%3D10.1.1.78.8528%26rep%3Drep1%26type%3Dpdf&rct=j&q=CRUTICAL_reference-critical-information&ei=MmoxTubPLYyUOr6ZyOIL&usg=AFQ
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